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Sztuczna inteligencja (AI) odgrywa coraz wigksza rol¢ w procesach rekrutacyjnych,
oferujac automatyzacje, lepsza analiz¢ danych i potencjalnie bardziej efektywne dopa-
sowanie kandydatéw do stanowisk. Jednak zastosowanie Al w rekrutacji wiaze si¢
z powaznymi wyzwaniami, zwlaszcza w kontekscie ochrony prywatnosci, przejrzystosci
decyzji oraz ryzyka algorytmicznej dyskryminacji'. Brak odpowiednich mechanizméw
kontroli i regulacji moze prowadzi¢ do naruszen praw kandydatéw oraz utrwala¢
systemowe nieréwnosci w dostepie do zatrudnienia.

Jednym z gtéwnych probleméw zwiazanych z Al w rekrutagji jest problem ,nie-
przeniknionej czarnej skrzynki” — spos6b dziatania algorytméw pozostaje nieprzejrzysty
dla kandydatéw i nie daje im dostgpu do kryteriéw selekcji?. Modele Al szkolone na
danych historycznych, moga wzmacniaé istniejace uprzedzenia, faworyzujac okreslone
grupy spoteczne lub eliminujac kandydatéw na podstawie nicistotnych, lecz fatwo
mierzalnych cech, takich jak stowa kluczowe w CV, miejsce zamieszkania czy luki
w zatrudnieniu. Brak precyzyjnych regulacji i nadzoru nad tymi systemami zwigksza
ryzyko naruszeri prywatnosci i niesprawiedliwych decyzji rekrutacyjnych.

Istnieje widoczna luka w literaturze dotyczaca kompleksowego podejscia do Al
w rekrutagji, ktére uwzgledniatoby zaréwno aspekty technologiczne, jak i prawne oraz
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etyczne. Wigkszo$¢ badan koncentruje si¢ na technicznych aspektach dziatania algo-

rytméw — ich wydajnosci, selekeji danych czy wynikach predykcyjnych?. Mniej uwagi

poswigca si¢ natomiast wptywowi tych technologii na prawa kandydatéw, transparent-

no$¢ proceséw rekrutacyjnych oraz mechanizmy ochrony prywatnosci.

Cel i zakres artykutu

Celem artykutu jest analiza wyzwan zwiazanych z wykorzystaniem Al w rekrutacji

w kontekscie ochrony prywatnosci oraz zaproponowanie rozwiazan regulacyjnych

i etycznych, ktére moga ograniczy¢ ryzyko naruszen. W szczeg6lnosci artykut:

1.

omawia problem nieprecyzyjnych definicji Al, ktére wplywaja na skutecznosé
regulacji i standardy etyczne, prowadzac do nadregulacji lub niedoregulowania
niekt6rych technologiis

analizuje algorytmy rekrutacyjne pod katem ryzyka dyskryminacji, w tym
mechanizmy powielania uprzedzen historycznych i schematéw preferowania
okreslonych grup kandydatéw;

wprowadza koncepcj¢ hybrydowej prywatnosci, faczacej rézne wymiary
ochrony: informacyjny, dost¢pnosci fizycznej i wirtualnej oraz decyzyjny;
ocenia obecne regulacje prawne (RODO, Al Act) pod katem ich skuteczno-
$ci w zapewnieniu transparentnosci proceséw rekrutacyjnych oraz ochrony
kandydatéw;

proponuje rozwiazania etyczne i prawne dla organizacji, dzialéw HR i usta-
wodawcow, ktére moga poméc w wypracowaniu standardéw sprawiedliwej
rekrutacji opartej na Al.

Oryginalno$¢ ujecia tematu artykutu opiera si¢ na kilku kluczowych aspektach,

ktére wyrézniaja go na tle dotychczasowych badari:

1.

Nowa perspektywa na ochrong¢ prywatnosci w rekrutacji Al — w artykule
wprowadzono koncepcje¢ hybrydowej prywatnosci, ktédra integruje rézne
aspekty ochrony danych, w tym prywatno$¢ informacyjna, decyzyjna i dostep-
nosci fizycznej oraz wirtualnej. To podejscie wydaje si¢ interesujace, poniewaz
wickszo$¢ literatury skupia si¢ wylacznie na ochronie danych osobowych,
pomijajac szeroki kontekst wplywu Al na prywatnos¢ kandydatéw;

Uwzglednienie luki regulacyjnej i jej konsekwencji — w literaturze istnieja
analizy dotyczace wplywu RODO i innych regulacji na ochron¢ danych,
ale artykul zwraca uwage na niedostatecznos¢ tych regulacji w kontekscie

3 H. Ghazanfar, A.U. Hag, Ethical and legal implications of Al in Human Rerource Management,
,Journal of Social and Organizational Matters” 2025, nr 4(2), s. 417-428; R. Binns, Algorithmic
accountability and public reason, ,Philosophy & Technology” 2018, nr 31(4), s. 1-14.
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transparentnosci decyzji algorytmicznych oraz etycznych implikacji Al
w rekrutacji. Takie podejscie wypetnia luke migdzy analizami technicznymi
a praktycznymi konsekwencjami dla kandydatéw i organizacji HR;

3. Krytyczna analiza algorytmicznych uprzedzeni i ich wplywu na réznorodnos¢
zatrudnienia — artykul nie tylko podkresla problem algorytmicznej dyskry-
minacji, ale idzie o krok dalej, wskazujac, w jaki sposéb historyczne dane
i modele Al mogg systematycznie powielaé nieréwnosci w dostepie do pracy.
W literaturze pojawiaja si¢ wzmianki o tych zagrozeniach, jednak w artykule
przedstawiono bardziej kompleksows analize tego, jak Al moze ,dziedziczy¢”
systemowe uprzedzenia i jakie dziatania mozna podja¢, aby temu zapobiec;

4. Zaproponowanie praktycznych rozwiazan — artykul nie ogranicza si¢ do dia-
gnozy probleméw, ale réwniez formutuje konkretne rekomendacje dla HR,
ustawodawcéw i organizacji, majace na celu poprawe przejrzystosci i etyki
stosowania Al w rekrutacji. To podejscie wyrédznia go na tle wielu badan,
ktére pozostaja na poziomie teoretycznym;

5. Analiza definicji Al i jej konsekwencji regulacyjnych — wprowadzenie krytycz-
nej refleksji nad ewolucja definicji Al i jej wplywem na regulacje prawne to
kolejny interesujacy aspekt artykutu. Zwrécenie uwagi na to, ze brak precyzyj-
nych definicji prowadzi do nadregulacji lub niedoregulowania Al w rekrutagji,
pokazuje, ze problem nie dotyczy wylacznie technologii, ale réwniez polityki
prawnej i standardéw etycznych;

6. Interdyscyplinarne podejscie — artykut faczy perspektywe technologiczna,
prawna i etyczna, co rzadko pojawia si¢ w analizach Al w rekrutacji, ktére
zwykle skupiaja si¢ na jednym z tych aspektéw;

7. Dynamiczna analiza definicji Al — wprowadzenie krytycznej refleksji nad ewo-
lucja pojecia Al oraz jej konsekwencjami dla regulacji i prakeyki HR. Artykut
pokazuje, jak zmieniajace si¢ definicje wplywaja na praktyczne wdrozenia
technologii w firmach;

8. Akcent na transparentno$¢ i kontrole uzytkownikéw — wskazanie konkretnych
mechanizméw poprawy przejrzystosci Al takich jak mozliwo$¢ odwotania od
decyzji algorytmu, co zwigksza kontrol¢ kandydatéw nad procesem rekrutacji.

Struktura artykutu

Artykul rozpoczyna si¢ od oméwienia ewolucji definicji Al, wskazujac na ich ogra-
niczenia oraz wplyw na regulacje i etyke. Nastepnie przedstawia problemy zwigzane
z algorytmiczng rekrutacja, koncentrujac si¢ na ryzyku algorytmicznych uprzedzen
i nieracjonalnych schematéw selekcji kandydatéw. W kolejnej czgsci wprowadzona



96 Anna Mazur

zostaje koncepcja hybrydowej prywatnosci, uwzgledniajaca rézne wymiary ochrony
danych osobowych w kontekscie Al. Dalej artykut analizuje obowiazujace regulacje
prawne, wskazujac ich ograniczenia i konieczno$¢ reformy. Na kofcu zaprezentowane
zostajg praktyczne rekomendacje dla organizacji i ustawodawcéw, majace na celu
poprawe przejrzystosci algorytmicznych proceséw rekrutacyjnych i ochrong praw
kandydatéw.

DEFINICJE, ZASTOSOWANIA Al W REKRUTACJI | REGULACJE PRAWNE
Problemy i wyzwania zwigzane z definiowaniem Al

Definiowanie sztucznej inteligencji stanowi trudne wyzwanie, poniewaz istnieje
wiele réznych ujgd tego pojecia, obejmujacych zaréwno filozoficzne pytania o naturg
inteligencji, jak i techniczne zagadnienia zwigzane z granicami tego, co mozemy
uznac za Al, a takze zmieniajace si¢ oczekiwania spoteczne i technologiczne. Sztuczna
inteligencja to nie tylko kwestia techniczna, ale réwniez filozoficzna, poniewaz jej
definicja zalezy od tego, jak rozumiemy inteligencj¢ oraz jakie mamy oczekiwania
wobec maszyn®. Zmieniajace si¢ oczekiwania dotyczace tej technologii sprawiaja, ze
definicje Al musza by¢ dostosowywane do postgpu technologicznego. Klasyfikacja
systeméw jako Al zmienila si¢ w czasie. W latach 80. XX w. systemy ekspertowe
byly uwazane za Al. Dzi$ s3 traktowane jako klasyczne algorytmy, bo nie ucza si¢
na danych. Podobnie kiedy$ rozpoznawanie tekstu przez komputer uchodzito za
Al, podczas gdy dzi$ jest to standardowa technologia. O tym, czy dany system
moze by¢ uznany za Al, decyduje kilka czynnikéw, takich jak regulacje prawne,
standardy branzowe, perspektywa naukowa oraz sposéb, w jaki dany system dziala
i jest wykorzystywany.

Ewolucja definicji sztucznej inteligencji (Al) stanowi kluczowy temat, ktéry ma
istotne znaczenie w kontekscie jej zastosowan. Termin ,sztuczna inteligencja’ nie
ma jednej, uniwersalnej definicji, a jego znaczenie zmienialo si¢ na przestrzeni lat.
W literaturze przedmiotu wyrdznia si¢ kilka gléwnych typéw definicji AL ktére petnia
odmienne funkcje w kontekscie zrozumienia i implementacji.

1. Definicje operacyjne — koncentrujg si¢ na tym, co systemy Al potrafi robi¢,
niezaleznie od ich wewngtrznej strukeury. Klasycznym przyktadem jest test
Turinga, definiujacy Al poprzez zdolno$¢ maszyny do przejawiania zachowan

4 N.J. Nilsson, The Quest for Artificial Intelligence, Cambridge University Press, Cambridge 2009,
s. 13-15, 20-23; M.A. Boden, AI: Irs Nature and Future, Oxford University Press, 2016, s. 1-4.
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inteligentnych w sposéb nieodréznialny od czlowieka®, a takze pierwotna
propozycja projektu badawczego z Dartmouth®.

2. Definicje funkcjonalne — definiuja Al poprzez konkretne zadania i funkgje,
ktore realizujg systemy, np. podejmowanie decyzji, rozwigzywanie probleméw
lub wykonywanie okreslonych dziatari. Przyktadem takich definicji sa prace
Simona i Newella’, ktére koncentrujg si¢ na zdolnosci systeméw do logicznego
whnioskowania i osigganie celéw.

3. Definicje realne — staraja si¢ opisa¢ rzeczywiste mechanizmy dziatania Al jej
strukture i architekture. Klasycznym przyktadem jest koncepcja ,, The Society
of Mind” autorstwa Minsky'ego (1986)8, przedstawiajaca Al jako system
ztozony z interakeji prostych agentéw.

4. Definicje sprawozdawcze — klasyfikuja i porzadkuja rézne podejscia do Al,
opisujac paradygmaty, algorytmy i zastosowania w sposéb systematyczny.
Takim przyktadem jest wspotczesny podrecznik Russella i Norviga®, keéry
prezentuje przeglad metod i koncepcji w nauce o Al.

5. Definicje regulujace — majg na celu okreslenie ram prawnych i etycznych
dla rozwoju i zastosowania Al, uwzgledniajac zaréwno ochron¢ danych
osobowych, jak i skutki spoleczne czy etyczne implementacji technolo-
gii. Przykladem wspétczesnych prac w tym zakresie sa analizy Wachter
i Mittelstadt (2019)'°, ktére podkreslajg konieczno$é tworzenia nowych
mechanizméw ochrony jednostki, takich jak ,prawo do rozsadnych
wnioskowan”.

6. Definicje prototypowe — opisuja Al poprzez zestaw cech charakterystycznych,
ktére czgdciowo definiujg inteligentne zachowanie systeméw, przy czym zadna
cecha nie jest wymagana jako absolutna. Takie podejscie pozwala uchwy-
ci¢ elastyczno$¢ w rozumieniu Al i jest szczegdlnie przydatne w kontekscie

A. Turing, Computing machinery and intelligence, ,Mind” 1950, nr 59(236), s. 433—460, hteps://
doi.org/lo. 1093/mind/LIX.236.433.
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zastosowan praktycznych, np. w systemach rekrutacyjnych, gdzie rézne funk-
cje Al moga wystgpowal w réznym zakresie!!.

Kazdy z tych typéw definicji petni odmienng rolg i jest przydatny w innych kon-
tekstach — zaréwno teoretycznych, jak i praktycznych. Jednak nie wszystkie definicje
s adekwatne do wspélczesnych wyzwan zwiazanych z Al, co moze prowadzi¢ do
nieporozumien i bledéw w jej stosowaniu, zwlaszcza w obszarach takich jak rekrutacja.

Definiowanie sztucznej inteligencji stanowi kluczowy element dyskusji nad ta
dziedzina, ale wiaze si¢ z wieloma trudno$ciami, zaréwno terminologicznymi, jak
i koncepcyjnymi. Jak wczesniej wspomniano, w literaturze przedmiotu wyréznia sig
wiele rodzajéw definicji Al, ktére petnig odmienne funkcje i maja rézne zastosowa-
nia. Juz samo pojecie ,inteligencji” jest trudne do jednoznacznego zdefiniowania, co
sprawia, ze jest ono rozmyte i wieloznaczne. W tym kontekscie czgsto odwotuje si¢
do pogladéw Johna Searle’a, kt6ry wskazywal, ze zlozone aspekty umystu, takie jak
$wiadomos¢ i intencjonalno$¢ nie poddaja si¢ prostym definicjom!2. Seatrle, znany ze
swojego eksperymentu myslowego ,,Chiriski Pokéj” podkreslat, ze cho¢ maszyny moga
wykonywa¢ zadania, ktére wygladaja na inteligentne, to nie oznacza, ze naprawde
rozumieja, co robia. To stanowisko, cho¢ wplywowe, nie jest jedynym w debacie nad
naturg inteligencji. W opozycji do niego Daniel Dennett w swoich pracach, takich
jak Conscioussness Explained argumentuje, ze ludzka $wiadomos$¢ moze by¢ rozumiana
jako rodzaj ,wirtualnej maszyny”, w ktérej subiektywne doswiadczenie wynika z réw-
noleglej architektury mézgu. Z tego punktu widzenia brak subiektywnego doswiad-
czenia w maszynach nie wyklucza ich zdolnosci do inteligentnego dziatania'®. Dennett
zauwaza, ze to, co z pozoru moze wyglada¢ na ,brak rozumienia® w zachowaniu
maszyny, w rzeczywisto$ci moze by¢ wyrazem innego rodzaju inteligencj.

Inteligencja, zaréwno ludzka, jak i sztuczna, jest pojeciem, ktére nie daje si¢ fatwo
zdefiniowaé. W klasycznym ujeciu czgsto méwi sig, ze inteligencja to to, co mierzy
test na inteligencje, jak w przypadku testéw 1Q. Moze by¢ to uzyteczne w okreslonych
sytuacjach, ale nie wyczerpuje petnego zakresu tego pojecia. Jednak pojecie inteligencji
jest duzo bardziej ztozone i obejmuje rézne aspekty, takie jak zdolnos¢ rozwiazywania
probleméw, rozumowanie, uczenie si¢ czy kreatywnos¢, ktére nie sa adekwatne do
tradycyjnych testéw 1Q. Sztuczna inteligencja wciaz jest w fazie rozwoju, wige jej zdol-
nosci w tych obszarach sa rézne w zaleznoséci od konkretnego systemu. Wtasnie dlatego

1 N.J. Nilsson, Artificial Intelligence: A New Synthesis, Morgan Kaufmann, San Francisco 1998,
s. 2-10.

12 1. Searle, Mind, language and society: Philosophy in the real world, Basic Books, New York 1998,
s. 40.

13 D. Dennett, Consciousness explained, Little, Brown and Company New York, Boston, London
1991, s. 210.
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nie istnieje powszechnie akceptowana definicja, poniewaz Al moze przejawiaé sig
w réznorodny sposéb — od prostych algorytméw po zaawansowane systemy uczace sie.

Na poczatku badari nad Al, jak zauwaza Duch, celem byto nauczenie maszyn tego,
co potrafi cztowiek, poprzez tworzenie algorytméw, ktére miaty imitowad ludzkie pro-
cesy poznawcze. Jednak ze wzgledu na ztozono$¢ niektdrych probleméw nie wszystko
da si¢ opisa¢ za pomocg algorytméw. W XXI w. naukowcy zmienili podejscie i zamiast
uczy¢ maszyny nasladowania ludzkich zdolnosci, koncentruja si¢ na budowaniu sys-
teméw, ktore potrafig uczy¢ si¢ samodzielnie. Kluczows role odgrywaja dzi§ neuro-
kognitywne technologie, ktére umozliwiaja rozwoj takich samodzielnych systeméw,
adaptujacych sie do nowych sytuacji i danych!4.

Te rézne perspektywy na inteligencje i sztuczng inteligencj¢ prowadza do koniecz-
nosci uwzglednienia ewolucji definicji Al, ktéra wcigz dostosowuje si¢ do nowych
wyzwail i osiagnig¢ w tej dziedzinie.

Ewolucja definicji Al

Pierwsza definicja ,sztucznej inteligencji”, ktéra miata istotny wplyw na rozwdj tej
dziedziny, pochodzi od Alana Turinga. W 1950 r., w artykule Computing Machinery
and Intelligence, zaproponowat on test Turinga — metod¢ oceny czy maszyna moze
mysle¢ w sposéb nieodréznialny od czlowieka. Turing uznal, ze sztuczna inteligencja
to zdolno$¢ maszyny do nasladowania ludzkich reakgji, takich jak rozmowa, rozwia-
zywanie probleméw czy rozumowanie. Stwierdzil: ,,Jesli maszyna potrafi przejs¢ test,
w ktérym nie mozna odrézni¢ jej odpowiedzi od odpowiedzi cztowieka, to mozna ja
uzna¢ za inteligentng’'>. Definicja ta jest przykladem definicji operacyjnej, poniewaz
koncentruje si¢ na tym, co system potrafi zrobi¢, a nie na tym, czym inteligencja
jest. Z tego powodu test Turinga, mimo historycznej wartosci, podlega wspélczesnej
krytyce, np. w 2023 r. eksperci wskazali, ze modele jezykowe, takie jak ChatGPT,
mogg ,zdawal” test Turinga, nie wykazujac rzeczywistego rozumienia ani zdolnosci
do dziatania w $wiecie realnym. M. Suleyman, proponuje w tym kontekscie ,nowa
wersje testu Turinga”, w ktérym Al otrzymuje abstrakcyjny cel do zrealizowania (np.
pomnozenie okreslonej sumy pienigdzy), co lepiej odzwierciedla zdolnos¢ systemu do
planowania i inteligentnego dziatania'®. Sama imitacja ludzkiej rozmowy nie wystarcza,

Y X. Duch, Informatyka neurokognitywna. Stan obecny, zastosowania, perspektywy, Seminarium,

Politechnika Wroctawska, Wroctaw 10 lutego 2021, hteps://staff-ksi.pwr.edu.pl/seminariumITT/
pdf/05-02-21.pdf [dostep: 10.08.2025].
15 A. Turing, Computing machinery and intelligence, ,Mind” 1950, nr 59(236), s. 433—460.
M. Suleyman, komentarz w podkascie Have a Nice Future, WIRED, 16 sierpnia 2023, hteps://
www.wired.com/story/have-a-nice-future-podcast-18/ [dostep: 16.11.2025]; M. Suleyman,
My new Turing Test, Mustafa Suleyman Official Website, 2023, https://mustafa-suleyman.ai/
my-new-turing-test [dostep16.11.2025].
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aby stwierdzi¢, ze maszyna posiada $wiadomo$¢ czy zdolnos¢ refleksji — w rzeczywistosci
porusza si¢ jedynie w ramach predykgji i symulacji'”.

Kolejna definicja, zaproponowana przez Johna McCarthy’ego w 1955 r., okresla
sztuczng inteligencj¢ jako ,sztuczng konstrukeje, ktdrej celem jest wykonywanie zadari
uznawanych za inteligentne przez ludzi”*®. W tym ujeciu Al jest technologia, ktéra ma
nasladowa¢ zdolnosci cztowieka w rozwiazywaniu probleméw, podejmowaniu decyzji
i rozumowaniu. Ta definicja najlepiej odpowiada definicjom funkcjonalnym, poniewaz
koncentruje si¢ na zadaniach i funkcjach realizowanych przez systemy, a nie na naturze
inteligencji jako takiej. Cho¢ jest uzyteczna w kontekscie projektowania i klasyfikowania
systeméw Al, nie wyjasnia, czym jest sama inteligencja, co pokazuje niedoskonatos¢
tego podejscia w rozumieniu Al w pelni. Definicja McCarthy’ego prowadzi jednak do
kilku btedéw: antropomorfizacji, utozsamiania inteligencji z zachowaniem oraz bedu
ignotum per ignotum, poniewaz zaktada znajomos¢ pojecia ,inteligencji”, nie precyzujac
go. W efekcie, definicja nie rozréznia migdzy Al a tradycyjnym oprogramowaniem
realizujacym ztozone operacje, co utrudnia budowanie spéjnych ram teoretycznych.

Marvin Minsky, pionier sztucznej inteligencji i wspotewdrca MIT Al Lab, wnidst
istotny wkiad zar6wno w rozwéj definicji, jak i filozofii sztucznej inteligencji. W arty-
kule Steps Toward Artificial Intelligence (1960) wskazywal, ze jednym z kluczowych zadan
Al jest konstruowanie maszyn zdolnych do heurystycznego rozwiazywania probleméw,
uczenia si¢ i planowania'®. Jego ujecie ma gléwnie charakter funkcjonalny — opisuje
zdolnosci, jakie powinny posiadaé systemy, nie definiujac samej inteligencji. W ksiazce
The Society of Mind (1986) Minsky zaproponowat natomiast definicjg realna, oparta na
architekturze systemu. Inteligencja jest efektem interakgji wielu prostych ,agentéw”,
ktérych kooperacja prowadzi do ztozonych proceséw poznawczych?®. Jakkolwiek inno-
wacyjne, podejscie to bywa interpretowane jako oparte na zatozeniu, ze inteligencja to
suma ,,czynnosci podobnych do ludzkich”, co ponownie prowadzi do bledu ignotum
per ignotum.

W latach 70. i 80. XX w. Nils J. Nilsson rozwinat pojecie funkcjonalne i praktyczne.
W Principles of Artificial Intelligence (1980) argumentowal, ze Al to dziedzina zajmujaca

17 M. Suleyman, DeepMind co-founder suggest new Turing test for Al chatbots, ,Business Insider”,
6 czerwca 2023, https://www.businessinsider.com/deepmind-co-founder-suggests-new-turing-
-test-ai-chatbots-report-2023-6 [dostgp: 16.11.2025].

18 J. McCarthy, M. Minsky, N. Rochester, C.E. Shannon, A Proposal for the Dartmouth Summer
Research Project on Artificial Intelligence, ,Al Magazine” 2006, nr 27(4), s. 12-14, https://ojs.
aaai.org/aimagazine/index.php/aimagazine/article/view/1904 [dostep:16.11.2025].

19 M. Minsky, Steps Toward Artificial Intelligence, Dept. of Mathematics & Research Lab. of
Electronics, MIT, 1960, https://www.cs.bham.ac.uk/research/projects/cogaff/misc/minsky/
minsky-steps.pdf [dostep: 16.11.2025].

20 M. Minsky, The society..., op. cit.,, s. 339.
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si¢ projektowaniem systeméw zdolnych do wykonywania zadari wymagajacych analizy,
planowania i rozumowania — cho¢ nie definiuje inteligencji jako odrgbnej cechy, a raczej
wskazuje, jakie czynnosci sa uznawane za inteligentne?!. Definicja ta ma charakter
sprawozdawczy, poniewaz opisuje paradygmaty dziatania systeméw Al, nie oferujac
jednak ogélnej teorii inteligencji.

Wspdtczesny podrecznik Stuarta Russella i Petera Norviga Artificial Intelligence:
A Modern Approach (2021) jest jednym z waznych przyktadéw definicji sprawozdaw-
czej. Autorzy podkreslaja, ze Al to nauka i technologia tworzenia maszyn zdolnych do
rozwiazywania probleméw, uczenia si¢, rozumowania i podejmowania racjonalnych
decyzji?2. Wprowadzaja przy tym klasyfikacje systeméw Al wedtug czterech typdw:
(1) myslacych jak ludzie, (2) myslacych racjonalnie, (3) dziatajacych jak ludzie oraz
(4) dziatajacych racjonalnie. Ich podejscie pomaga porzadkowaé rézne podejscia do Al
ale — podobnie jak w przypadku Nilssona — nie dostarcza definicji inteligencji samej
w sobie, co moze prowadzi¢ do nieporozumien przy prébach interpretacji, czym jest
Al i czym powinna by¢ w praktyce.

W polskim kontekscie Wodzistaw Duch proponuje ujecie realne, koncentrujac sig
na modelowaniu wiedzy i tworzeniu systeméw zdolnych do inteligentnego rozwiazy-
wania probleméw. Wskazuje, ze Al powinna by¢ rozumiana jako nauka o systemach
przetwarzajacych wiedzg, przy czym kluczowe staje si¢ wykorzystanie uczenia maszy-
nowego??. Duch zwraca uwagg na wazna rolg uczenia maszynowego w procesach decy-
zyjnych, co pozwala na bardziej zaawansowang i adaptacyjna rol¢ Al np. w rekrutacji,
gdzie najnowsze algorytmy moga uczy¢ si¢ na podstawie ztozonych zbioréw danych
o kandydatach i podejmowa¢ decyzje bardziej dostosowane do rzeczywistych potrzeb
organizacji.

Z kolei OpenAl koncentruje si¢ na rozwoju Artificial General Intelligence (AGI) —
ogdlnej sztucznej inteligencji, ktéra mogtaby doréwnywaé lub przewyzsza¢ ludzi
w wigkszosci zadant poznawczych. OpenAl, definiuje Al (AGI) jako systemy zdolne
do wykonywania szerokiego zakresu zadari poznawczych poréwnywalnych z ludzkimi,
obejmujacych m.in. rozumowanie, uczenie sig, generowanie tresci i analizg danych?4.

Opis OpenAl ma charakter definicji funkcjonalnej, poniewaz okresla AGI poprzez
zakres realizowanych funkcji, a nie poprzez wskazanie jej istoty czy mechanizméw
dziatania. Ujecie OpenAl jest przydatne operacyjnie, lecz nie definiuje inteligencji
samej w sobie, co rodzi ryzyko btednych interpretagji.

21 N.J. Nilsson, Principles of artificial intelligence, Springler-Verlag, Berlin, Heidelberg 1982, s. 476.
22 S.J. Russell, P. Norvig, Artificial Intelligence: A Modern Approach, Pearson, Hoboken, NJ: Pearson
2020, s. 1136.

. Duch, Informatyka neurokognitywna. .., op. cit.

23

24

OpenAl, Artificial general intelligence (AGI), 2023, https://openai.com/research/agi [dostep:
10.08.2025].
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Moze tez sprzyja¢ blednym interpretacjom, w ktérych funkcjonalna sprawnosé
systemu mylona jest z rozumieniem, intencjonalnoscia czy innymi cechami wlasciwymi
ludzkiej inteligencji. W praktyce wptywa to m.in. na rozwdj narzedzi opartych na Al,
wykorzystywanych takze w obszarze rekrutagji, takich jak systemy generowania tekstéw,
kodu, obrazéw czy analizy danych. Brak wyraznie okreslonych granic pojecia AGI
utrudnia jednak jednoznaczne rozstrzyganie, ktére technologie rzeczywiscie spetniaja
kryteria sztucznej inteligencji w tym szerokim ujeciu.

W ujeciu teoretycznym warto takze wskaza¢ podejscie prototypowe, ktdre zaktada,
ze pojecia funkcjonuja na zasadzie przykladéw, a nie ostrych granic. Przyktadem sa
klasyczne prace Nilssona (1998), wskazujace na prototypowe wiasciwosci systeméw Al
Zamiast probowa¢ znalez¢ uniwersalng definicje, badacze koncentrujg si¢ na analizie sys-
teméw uznawanych za ,inteligentne” w okreslonym kontekscie?. Podejscie to pozwala
traktowac Al jako spektrum systeméw o réznej bliskosci do ,,prototypowej inteligencji”,
co jest bardziej elastyczne niz dazenie do sztywnej definicji, jak w przypadku pojecia
»ptaka”, gdzie wrébel jest bardziej typowy niz kura czy pingwin?.

Podejécie prototypowe znajduje podstawy we wspétczesnej kognitywistyce i filo-
zofii nauki, ktére wskazuja na to, ze wiele poje¢ nie ma ostrych granic?”. Koncepcja
»podobienstwa rodzinnego” Wittgensteina pokazuje, ze pojecia sa definiowane przez
powiazane cechy, a nie sztywne warunki konieczne i wystarczajace. Z kolei filozofowie
tacy jak Karl Popper?® i Thomas Kuhn?® wskazuja, ze brak jednoznacznej definicji nie
jest bfedem, lecz wynikiem dynamicznego rozwoju tej dziedziny.

Podejscie prototypowe umozliwia elastyczniejsze traktowanie systeméw Al, cho¢ nie
likwiduje trudnosci zwiazanych z klasyfikacja i implementacjg systeméw. Al moze by¢
rozumiane na rézne sposoby, np. jako system uczacy si¢ na podstawie danych (uczenie
maszynowe), podejmujacy decyzje w zlozonych $rodowiskach (systemy ekspertowe)
czy przetwarzajacy jezyk naturalny (rozpoznawanie mowy). Kazdy z tych systeméw
petni inng funkgje, ale nieckoniecznie odpowiada jednej uniwersalnej definicji. Zamiast
szukad jednego wyjasnienia, bardziej produktywne jest badanie réznorodnosci form
inteligencji maszynowej i ich funkeji w okreslonych kontekstach.

25 K. Frankish, W. Ramsey, The Cambridge Handbook of Artificial Intelligence, Cambridge University
Press, Cambridge 2014, s. 1-14.

G. Lakoft, Kobiety, ogieri i rzeczy niebegpieczne: Co kategorie méwiq nam o umysle, tum. T.
Brzeziriska, Wydawnictwo Universitas, Krakéw 2011, s. 62-63.

26

27 L. Wittgenstein, Dociekania filozoficzne, ttum. B. Wolniewicz, Wydawnictwo Naukowe PWN,
Warszawa 2000, s. 61-68.

28 K. Popper, Logika odkrycia naukowego, ttum. J.M. Kowalski, Wydawnictwo Naukowe PWN,
Warszawa 2009, s. 40-55.

29 T.S. Kuhn, Struktura rewolucji naukowych, dum. M.M. Lawniczak, Wydawnictwo Znak, Krakéw
2019, s. 45-68.
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Pojecie ,sztucznej inteligencji” nie poddaje si¢ klasycznemu definiowaniu. Brak jed-
noznacznej definicji prowadzi do réznic w podejsciu do regulacji prawnych i zarzadzania
Al oraz do odmiennego rozumienia tego pojecia przez réznych autoréw i w réznych
dziedzinach nauki®®. Tradycyjne podejécie, oparte na precyzyjnych i jednoznacznych
granicach pojg¢, staje si¢ coraz mniej adekwatne w kontekscie ztozonosci i dynamicz-
nego charakteru AI3!. Definicje McCarthy’ego®? i Minsky’ego?? traktuja Al jako
zdolno$¢ maszyn do wykonywania zadaii wymagajacych inteligencji, jednak krytyka
tych definicji wskazuje na brak precyzyjnych granic tego pojecia.

Podobne trudnosci w definiowaniu Al przenosza si¢ takze na sferg prawa i regulacj,
gdzie brak precyzyjnych kryteriéw utrudnia jednoznaczne klasyfikowanie systeméw
oraz okreslanie odpowiedzialnosci za ich dziatanie.

Definicyjna niejednoznaczno$é Al a uregulowania prawne

Trudnosci w jednoznacznym zdefiniowaniu sztucznej inteligencji maja istotne kon-
sekwencje dla regulacji prawnych oraz zarzadzania nia. Rézne podejscia do definicji
(w zaleznosci od kontekstu technologicznego, naukowego czy prawnego) wplywaja
na zakres technologii objetych regulacjami, mechanizmy kontrolne oraz potencjalne
luki prawne. Nieprecyzyjna definicja moze prowadzi¢ do sytuacji, w ktérej regulacje
obejmuja technologie niemajace zwiazku z Al, podczas gdy zaawansowane systemy
mogg pozostawaé poza kontrola. Przyktadowo, w prawodawstwie moga wystgpowaé
réznice w tym, jak traktuje si¢ systemy Al w kontekscie odpowiedzialnosci za bledy czy
bezpieczenstwo, co moze wplywa¢ na sposéb ich implementagji i regulacji.
Przyktadem kontrowersyjnego ujecia definicji Al jest propozycja IBM. Na stronie
IBM What is Artificial Intelligence? autorzy wskazuja, ze sztuczna inteligencja to
technologia umozliwiajaca komputerom i maszynom symulowanie ludzkich pro-
ceséw poznawczych, w tym uczenia si¢, rozumienia, rozwigzywania probleméw,
podejmowania decyzji, kreatywnosci oraz autonomii*4. Cho¢ definicja obejmuje
wiele kluczowych aspektéw inteligenciji, jej szeroki zakres moze prowadzi¢ do niejed-
noznaczno$ci w praktyce, zwlaszcza w kontekscie rekrutacji i HR, gdzie firmy moga
okresla¢ swoje produkty jako Al, mimo ze w rzeczywistosci wykorzystujg jedynie
ograniczone algorytmy, np. do filtrowania CV. Brak wyraznych kryteriéw pozwala

30 L. Floridi, The Ethics of Artificial Intelligence, Oxford University Press, Oxford 2023, s. 3—13.
31 S.J. Russell, P. Norvig, Artificial Intelligence. .., op. cit.

32 ]. McCarthy, Dartmouth Summer Research..., op. cit.

33 M. Minsky, The Society..., op. cit..

34 IBM, Artificial intelligence in practice, 2024, hteps://www.ibm.com/artificial-intelligence-

-in-practice [dostgp: 10.08.2025]; C. Stryker, E. Kavlakoglu, Whar is Artificial Intelligence?,
»Think”, hteps://www.ibm.com/think/topics/artificial-intelligence [dostgp: 10.08.2025].
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réwniez na rézne interpretacje pojeé, takich jak kreatywnos¢ czy autonomia, ktdre
nie sa obecne we wszystkich systemach Al

Podejscie IBM dobrze ilustruje problem szerokich definicji Al: obejmuja one
wiele potencjalnych funkcji i zastosowan, ale nie wyznaczaja jasnej granicy miedzy
Al a zaawansowanym oprogramowaniem. W praktyce moze to powodowac trudnosci
w klasyfikacji systeméw, okreslaniu odpowiedzialnosci i tworzeniu regulacji prawnych
dla réznych form sztucznej inteligencji. Moze to skutkowa¢ trudnosciami w okresleniu,
ktére systemy podlegaja regulacjom, dotyczacym przejrzystosci i etyki oraz ryzykiem
mylacych praktyk marketingowych. Definicja IBM nie odnosi si¢ do kluczowych tech-
nologii Al, takich jak uczenie maszynowe czy sieci neuronowe, co utrudnia legislatorom
okreslenie, ktdre systemy wymagaja kontroli. Moze to tez umozliwi¢ firmom uchylanie
si¢ od regulacji, twierdzac, ze ich rozwiazania nie sg ,,prawdziwa Al”. Sugerowana przez
IBM autonomia Al moze prowadzi¢ do btednych interpretacji odpowiedzialnosci
prawne;j. Jesli odrzuci kandydata na podstawie nieprzejrzystosci kryteriéw, pojawia si¢
pytanie, kto ponosi odpowiedzialno$é. W ramach Al Act (2024) i RODO wymaga si¢
przejrzystosci decyzji systeméw rekrutacyjnych.

Brak odniesienia do ryzyka bledéw Al i uprzedzed w danych moze prowadzié
do systemowej dyskryminacji w rekrutacji, co wiaze si¢ z koniecznoscia audytowa-
nia modeli Al. Problemy te pokazuja, jak szeroka i nieprecyzyjna definicja Al moze
utrudnia¢ skuteczne regulowanie tej technologii. Komisja Europejska®> oraz Al Act®®
zaproponowaly precyzyjniejsze definicje prawne.

Definicje legalne Al: poréwnanie podejsé KE i AT Act

Komisja Europejska oraz Al Act zaproponowaly definicje regulujace Al, ktére
maja kluczowe znaczenie dla skutecznosci prawa. Réznig si¢ one pod wzgledem
skutecznosdci egzekwowania, adaptacyjnosci oraz okreslenia granic regulacyjnych,
co wplywa na ich efektywno$é. Obie definicje stanowia jednak wstgpne préby
regulacji Al, ktére z pewnoscia beda podlegaty dalszym zmianom w miarg rozwoju
technologii.

35 Komisja Europejska, Propom/ for a regulation lzzying down harmonised rules on artzﬁcial intel-

ligence (Al Act), COM (2021) 206 final, Bruksela, 21 kwietnia 2021, https://op.europa.eu/
en/publication-detail/-/publication/e0649735-a372-11eb-9585-01aa75ed71al [dostep:
10.08.2025].

36 Parlament Europejski i Rada, Rozporzadzenie (UE) 2024/1689 z dnia 13 czerwca 2024 r.
w sprawie ustanowienia zharmonizowanych przepiséw dotyczacych sztucznej inteligencji (Al
Act), Dziennik Urzedowy Unii Europejskiej I, nr 1689, 12 lipca 2024, https://www.si-dla-
-sprawiedliwosci.gov.pl/publikacja-ai-act [dostgp: 16.11.2025].
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Tabela 1.
Definicje Al w regulacjach KE vs. Al Act
Zrédto Definicja Ocena regulacyjna Skutecznosc' Adaptacyjnosc¢ Granice :
egzekwowania regulacyjna
,Sztuczna
inteligencja oznacza
oprogramowanie,
ktére moze dla
okr?slonegg zestawu Zbyt szeroka, A o N|eJ‘asne -
celdéw, okreslonych - Ograniczona - | Srednia - moze
) obejmuije systemy, e ) o ) .
. przez cztowieka, o niejasno$c obejmuje obejmowac
Komisja , ktdre nie sg Al. .
) generowac . definicji przyszte klasyczne
Europejska Lo Brak wyraznej 3
wyniki, takie jak : ; utrudnia systemy, systemy
(2021) . ) granicy miedzy )
przewidywania, skuteczng ale ryzyko eksperckie
) Al a klasycznym ) . :
rekomendacje ) regulacje nadregulacji i algorytmy
o oprogramowaniem '
lub decyzje, ktére decyzyjne
wpltywaja na
rzeczywistosé
lub wirtualne
Srodowisko”
j,Sysiem s“ztucznej Uwzglednia uczenie
inteligencji oznacza o
) maszynowe i logike.
oprogramowanie o )
Obejmuje wszystkie
opracowane przy istotne systemy.
uzyciu technik ) ’ Wysoka -
. : Mimo to nadal o
i podejs¢ sztucznej ) o obejmuje
T nie rozwigzuje Wysoka - e
inteligencii, ) ) rozne Lepsze - ale
Al'Act ) ; wszystkich klasyfikacja L )
ktére moze ) : podejscia granice nadal
(2024) o probleméw ryzyka utatwia ) )
generowac tresci, : ) do Al, ale nieprecyzyjne
) ) zwigzanych egzekwowanie
przewidywania, ) wymaga
) zregulacjg Al, S
rekomendacje lub : ) aktualizacji
) . : jak ostre granice
podejmowac decyzje :
) miedzy Al
wptywajgce na )
. X a zaawansowanymi
srodowisko fizyczne )
: ) algorytmami
lub wirtualne

Zrédlo: opracowanie whasne.

Analiza definigji regulacyjnych zaproponowanych przez Komisj¢ Europejska i Al

Act pokazuje, ze kazda z tych definicji ma swoje ograniczenia, ktére moga wplyna¢

na skutecznos$¢ regulacji w rzeczywistoéci. Chociaz definicje regulacyjne sa bardziej

praktyczne niz realne lub nominalne (ze wzgledu na koniecznos¢ dostosowania do

prawodawstwa i praktyki stosowania), to wciaz nie sa wolne od bledéw i luk, ktére moga

prowadzi¢ do trudnosci w egzekwowaniu, adaptacji i ustalaniu precyzyjnych granic.
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1. Problemy definicji Al zaproponowanej przez Komisj¢ Europejska

Definicja jest szeroka, ale problematyczna, poniewaz obejmuje systemy, ktére
nie s Al. Przyktadowo, moze obejmowa¢ klasyczne algorytmy i systemy eksperckie,
ktére nie spetniaja kryteriow inteligencji maszynowej. Taka szeroko$¢ definicji moze
prowadzi¢ do niezamierzonej nadregulacji, poniewaz klasyczne systemy algorytmiczne
moga zosta¢ objete regulacjami opracowanymi dla systeméw Al Brak wyraznej granicy
miedzy systemami Al a tradycyjnym oprogramowaniem. Zamiast opiera¢ si¢ na szero-
kiej definicji, lepiej bytoby zbudowa¢ prototypy, ktére testuja konkretne techniki lub
funkcje Al w réznych scenariuszach, aby zobaczy¢, ktére aspekty regulacji wymagaja
uwagi. Dobrze zaprojektowane prototypy moglyby wyjasni¢ granice technologii i jej
zastosowarn.

Gléwnym problemem tej definicji jest brak odniesienia do mechanizméw uczenia
maszynowego i samo-uczenia si¢ systeméw. Jak podkresla Duch, definicja KE koncen-
truje si¢ na efektach dziatania systemu, zamiast precyzowa¢ jego wewnetrzne mechani-
zmy, co prowadzi do sytuacji, w ktérej za Al mogg zosta¢ uznane tradycyjne systemy
rekomendacyjne lub modele statystyczne?”. Taki brak precyzji utrudnia skuteczne
egzekwowanie prawa i moze powodowa¢ niezamierzone konsekwengje, takie jak objecie
regulacjami technologii, ktdre nie niosa ze sobg ryzyka whasciwego dla systeméw Al

Dodatkowo definicja KE nie uwzglednia wprost systeméw uczacych si¢ na pod-
stawie danych uzytkownikéw, co oznacza, ze bardziej zaawansowane modele Al
moga funkcjonowaé poza zakresem regulacji. Duch wskazuje, ze brak odniesienia
do mechanizméw Al moze prowadzi¢ do sytuacji, w ktérej systemy analizujace dane
osobowe, ale niewytwarzajace przewidywan czy rekomendacji, nie beda podlegaé
odpowiednim ograniczeniom prawnym, co stwarza zagrozenie dla ochrony prywatnosci
uzytkownikéw.

2. Problemy definicji Al zaproponowanej przez Al Act (2024)

Definicja zawgzona jest do systeméw, ktére opierajg si¢ na technikach Al, takich
jak uczenie maszynowe, co jest bardziej precyzyjne niz definicja Komisji Europejskie;.
Jednak wciaz wystepuja problemy zwiazane z brakiem ostrej granicy miedzy syste-
mami Al a zaawansowanymi algorytmami, ktére nie wykorzystuja jej technik, ale maja
podobny wplyw na $rodowisko (np. algorytmy decyzyjne oparte na regutach).

Definicja jest wciaz nieprecyzyjna, jesli chodzi o granice migdzy Al a bardziej
tradycyjnymi algorytmami. Moze to prowadzi¢ do niejednoznacznosci w regulowaniu
systeméw, ktére nie sg ,petnoprawnym” Al. Budowanie prototypéw mogloby poméc
w identyfikowaniu, ktére systemy rzeczywiscie wymagaja regulacji, a ktére moga by¢
traktowane jako zaawansowane narz¢dzia decyzyjne, ale nie Al. Przyktadowo, mozna

37 W. Duch, Informatyka neurokognitywna. .., op. cit.
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opracowaé prototypy systeméw Al i tradycyjnych algorytméw decyzyjnych, aby spraw-
dzi¢, jak sg traktowane w praktyce przez istniejace regulagje.

Brak podziatu na staba i silng Al moze skutkowac objeciem jednolitymi regulacjami
wszystkich systeméw — od prostych chatbotéw po zaawansowane modele autono-
miczne — co nie oddaje rzeczywistego ryzyka tych technologii. Klasyfikacja ryzyka w Al
Act (podziat na niskie, wysokie i nieakceptowalne ryzyko) to krok w dobra strong, ale
wymaga doprecyzowania. Brakuje wytycznych dotyczacych konkretnych technologii Al
wysokiego ryzyka oraz standardéw audytu, co moze prowadzi¢ do niejednoznacznosci
w egzekwowaniu przepiséw i réznych interpretacji prawa w krajach UE.

Zaréwno definicje Komisji Europejskiej, jak i Al Act sa uzyteczne w kontekscie
regulacji, ale kazda z nich ma swoje stabe punkty, ktére moga prowadzi¢ do niezamierzo-
nych konsekwencji w praktyce. Budowa prototypéw zamiast stosowania tradycyjnych
definicji nominalnych lub realnych moze by¢ bardziej efektywna, poniewaz pozwala na
testowanie i dostosowanie regulacji do rzeczywistych przypadkéw uzycia Al Prototypy
pozwola na okreslenie, ktére systemy powinny podlega¢ regulacjom, a ktére moga zostaé
pominigte, dzigki czemu regulacje stang si¢ bardziej precyzyjne i skuteczne.

Regulacje Al tacza podejscia techniczne, etyczne i prawne, co sprawia, ze nie mozna
ich jednoznacznie zakwalifikowa¢ jako zamknigty system regulacyjny. Z jednej strony
Al Act wprowadza precyzyjne kategorie ryzyka, ale z drugiej — pozostawia otwarte
kwestie dotyczace odpowiedzialnosci, audytéw i przysztych modyfikacji jej definicji.
Ponadto system regulacyjny Al jest w istocie eksperymentalny — legislatorzy testuja jego
skuteczno$¢ w praktyce, co oznacza, ze mechanizmy kontroli i egzekwowania moga
wymaga¢ dalszych iteracji. Mozna wigc méwi¢ o prawie w fazie prototypu, ktére bedzie
podlegato ciagtym aktualizacjom wraz z rozwojem technologii Al

Chociaz Al Act dostarcza pierwszej kompleksowej regulacji Al w UE, jego skutecz-
nos$¢ bedzie wymagata praktycznej weryfikacji. System regulacyjny Al mozna traktowaé
jako dynamiczny proces, ktéry prawdopodobnie bedzie podlegat dalszym modyfika-
cjom, w miarg jak technologie Al beda si¢ rozwija¢. Wyzwania zwiazane z definicja Al,
hybrydowoscia regulacji oraz ich prototypowym charakterem wskazuja, ze ostateczny
ksztatt przepiséw weciaz wymaga dalszych prac i dostosowari.

Zastosowania Al w procesach rekrutacyjnych

Po zaprezentowaniu przegladu definicji sztucznej inteligencji oraz ich ewolucji, warto
przyjrze¢ si¢ praktycznym zastosowaniom Al w rekrutacji. Rézne ujecia tego poje-
cia wplywaja na wybér i implementacj¢ algorytméw wykorzystywanych w procesach
selekcji kandydatéw. Systemy rekrutacyjne oparte na prostych regutach réwniez moga
by¢ uznawane za Al, jesli zawierajg elementy predykeyjne i adaptacyjne. Przyktadem

sa ATS (Applicant Tracking Systems), takie jak WorkDay Recruit, ktére stosujg zaréwno
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filtrowanie CV na podstawie stéw kluczowych, jak i algorytmy uczenia maszynowego
do porzadkowania kandydatow.

Al znajduje zastosowanie na réznych etapach rekrutacji — od analizy CV po oceng
kompetencji migkkich kandydatéw. Technologie te zwigkszajq efektywnos¢ i redukuja
koszty proceséw rekrutacyjnych, ale jednocze$nie moga prowadzi¢ do powaznych
wyzwan, w tym uprzedzeni algorytmicznych oraz naruszen prywatnosci kandydatéw?8.

Ajunwa® podkreslata, ze automatyzacja decyzji rekrutacyjnych, mimo ze bywa
postrzegana jako interwencja redukujaca uprzedzenia, moze w praktyce replikowa¢
i wzmacnia¢ dyskryminacj¢ ze wzgledu na swoje strukturalne cechy.

Zastosowania Al w procesie rekrutacyjnym:

1. Automatyzacja przetwarzania CV. Al przyspiesza selekcje kandydatéw, anali-
zujac tysigce CV i identyfikujac tych, ktérzy spetniaja okreslone wymagania.
Przyktadem jest system HireVue, ktéry analizowal réwniez nagrania wideo
kandydatéw, oceniajac ton glosu i ekspresj¢ twarzy. Jednak w 2020 r. firma
wycofata analize twarzy po krytyce dotyczacej prywatnosci i uprzedzen .

2. Analiza danych kandydatéw. Wykorzystanie NLP (Natural Language
Processing) pozwala algorytmom Al na oceng tresci CV, listéw motywacyj-
nych oraz profili na LinkedIn. JPMorgan wdrozylo system rekrutacyjny
oparty na Al, ktéry preferowat absolwentéw prestizowych uczelni, co pod-
nosito kwestie sprawiedliwosci i ograniczenia réznorodnosci kandydatéw?!.

3. Chatboty rekrutacyjne. Firmy, takie jak Unilever czy McDonald’s korzy-
staja z chatbotéw Al do prowadzenia wstgpnych rozméw rekrutacyjnych,
odpowiadajac na pytania kandydatéw i eliminujac tych, ktérzy nie spetniaja
podstawowych kryteriéw. Cho¢ Al usprawnia proces, moze prowadzi¢ do
odrzucenia warto$ciowych kandydatéw na podstawie btednych algorytméw
oceny, tj. algorytméw, ktére nie uwzgledniajg pelnej gamy kompetencji lub
ktére dyskryminuja na podstawie nieistotnych cech?2.

4. Ocena umiej¢tnosci i dopasowania kulturowego. Niektdre systemy rekruta-
cyjne analizuja mowg ciata i wyraz twarzy, oceniajac ich kompetencje migkkie.
Amazon stosowal Al do oceny aplikacji na stanowiska techniczne, jednak

38 M. Bogen, A. Rieke, Help Wanted: An Examination of Hiring Algorithms, Equity, and Bias,
Upturn, 2018, s. 3-47.

3 L. Ajunwa, The Paradox of Automation as Anti-Bias Intervention, ,Cardozo Law Review” 2020,
nr 41(3), s. 1671-1741, hteps://larc.cardozo.yu.edu/clr/vol41/iss5/2 [dostgp: 16.11.2025].

40 1. Ajunwa, The Paradox of-.., op. cit., s. 1671-1741.

41

C. O'Neil, Weapons of math destruction..., op. cit.

4 A. Berdowska, Wspomaganie procesu rekrutacji pracownikéw za pomocq chatbotéw — analiza

wybranych rozwigzan, ,Projektowanie i analiza komunikacji w organizacji” 2018, nr 5(124),
s. 93-112.
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system wykazywal uprzedzenia plciowe, faworyzujac mezezyzn. Zostat wyco-
fany z uwagi na te kontrowersje>.

5. Predykgcja sukcesu zawodowego. Al prognozuje, ktérzy kandydaci maja naj-
wicksze szanse na sukces w danej roli, wykorzystujac informacje historyczne
i identyfikujac wzorce sukcesu. Jednak analiza twarzy i glosu, jak w przypadku
HireVue, moze prowadzi¢ do nieuzasadnionej dyskryminacji kandydatéw®4.

6. Optymalizacja proceséw rekrutacyjnych. LinkedIn Recruiter wykorzystuje
algorytmy Al do sugerowania najbardziej odpowiednich kandydatéw, co
pomaga rekruterom efektywnie zarzadza¢ talentami. Jednak rodzi to pytania
o przejrzystos¢ kryteriéw rekomendacji kandydatéw*.

Te przypadki pokazuja, ze mimo wielu korzysci Al w rekrutacji, systemy te niosg ze

sobg réwniez ryzyko. Zastosowanie Al usprawnia proces selekgji, ale wiaze si¢ z pozio-

mem ingerencji w prywatno$¢ kandydatéw?®. Rézne technologie rekrutacyjne réznia

si¢ pod wzgledem zakresu zbieranych danych, stopnia automatyzacji decyzji oraz moz-
liwoéci kandydatéw do ich korekty.

44

45

46

J. Dastin, Amazon scraps secret Al recruiting tool that showed bias against women, ,Reuters”,
10.10. 2018, https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-
-idUSKCN1MKO08G [dostep: 10.08.2025].

M. Raghavan, S. Barocas, J. Kleinberg, K. Levy, Mitigaiting Bias in Algorithmic Hiring:
Evaluating Claims and Practices, [w:] Proceedings of the 2020 Conference on Fairness,
Accountability, and Transparency (FAT*20), New York: ACM 2020, s. 469-481, https://doi.
org/10.1145/3351095.3372828 [dostep: 16.11.2025].
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Tabela 2.
Poziom ingerencji w prywatnoéé w systemach Al stosowanych w rekrutacji
: Testy kom-
Kryte- Monitorin Social media | Profilowanie Analiza etencyjne
: y Analiza CV ) g . mikroeks- p’ yJ.
rium wideo screening Al » (Sledzenie
presji s
aktywnosci)
Ocena 5/10 8/10 7/10 9/10 10/10 6/10
Kgndydat Kandydat Kandydaci ) Kandydat wie
- wie 0 nagry- : Kandydat nie )
Swia- Kandydat ) czesto nie rzadko ) 0 ocenie, ale
o ) waniu, ale L ) ) zawsze wie .
doma Swiadomie ) wie, ze anali- | wiedzg, . nie zawsze
nie zawsze ) . . 0 analizie o
zgoda dostarcza CV . zowany jest jak dziata ; 0 analizie
0 analizie jego profil system ekspres] aktywnosci
danych Jegop y y
Ograniczony Anal|z§)}/va- Dane ) . Wyniki
: N na tres¢ z mediow Szeroki -
do informacji - testu, czas
Zakres rozmowy, spofeczno- CV, testy, Mimika, ge- i ,
podanych ; . ) ) reakcji, sposob
danych ekspresja, Sciowych, zachowania | sty, emocje o
przez kandy- . ) nawigacji
gesty, wtym opinie | online .
data : . : w systemie
emocje iinterakcje
_ . Lo Dane
Gtownie dane Mogg obej- Kombinacja Bardzo )
) Dane beha- ) N behawioralne
) obiektywne ) mowac dane | danych wrazliwe :
Rodzaj o wioralne, - ) ) i poznawcze,
(doswiadcze- , wrazliwe obiektyw- dane o stanie . .
danych } moga by¢ ) ) mniej inwazyj-
nie, wyksztat- - (poglady, nych i beha- emocjonal- ~ .
) wrazliwe = g ne niz analiza
cenie) religia) wioralnych nym B
emocji
Wspomaga Al wspiera Al klasyfi- Al moze Al sugeruje
. ) . ) ) Al czesto
Automa- | decyzje, ale oceneg, ale kuje kandy- eliminowac wynik na )
o . . . . . automatycznie
tycznos¢ | zwykle nie decyzje datéw na kandydatéw | podstawie ocenia wyniki
decyzji jest jedynym podejmuje podstawie bez udziatu mikroeks- testow y
czynnikiem cztowiek aktywnosci cztowieka presji
Kandydat Kandydat Brak przej- Kan.dydat
L . . . Kandydat moze przysta-
Mozli- moze edyto- Brak wptywu | nie ma rzystosci ) . -
iy . : . . nie moze pi¢ do testu
wosé wac swoje CV | naanalize wptywu na decyzji, . ;
) : : ) ) ) kontrolowaé¢ | ponownie, ale
korekty i ponownie po nagraniu interpretacje | utrudnione . :
; ) ) reakcji nie ma wptywu
aplikowac testu odwotanie
na algorytm
Zalezy od Wideo moze Dane moga Dane Analiza Dane testowe
Czas polityki firmy, by¢ prze- by¢ wyko- moga by¢ moze by¢ moga by¢ prze-
przecho- | czesto prze- chowywane rzystywane uzywanedo | archiwizowa- | chowywane
wywania | chowywane przez firme dfugo po przysztych naiuzywana | przezfirme lub
na przyszto$¢ | rekrutacyjna aplikacji analiz przez Al platforme

Zrédlo: opracowanie whasne.
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Tabela 2 ukazuje kluczowe aspekty wptywu Al na prywatno$é, w tym:

1. zakres zbieranych danych — od podstawowych informacji zawartych w CV po
zaawansowang analiz¢ behawioralna, w tym mikroekspresj¢ twarzy i aktyw-
no$¢ w mediach spolecznosciowych;

2. automatyczno$¢ decyzji — niektére systemy Al wspomagaja rekruteréw, pod-
czas gdy inne catkowicie eliminujg kandydatéw bez udziatu cztowieka;

3. mozliwos¢ korekty — rézne technologie umozliwiaja kandydatom wigkszy lub
mniejszy wplyw na interpretacjg ich danych.

Analiza ta pokazuje, ze niektére metody selekdji sa bardziej inwazyjne niz inne, co rodzi
istotne pytania o etyke i przejrzystos¢ algorytméw rekrutacyjnych. Aby lepiej zobrazowaé
poziom ingerengji poszczeg6lnych technologii w prywatnos¢ kandydatéw, ponizej przed-
stawiono mapg cieplna, ktéra ilustruje, ktére metody rekrutacyjne niosa ze sobg najwicksze
ryzyko w zakresie automatyzacji decyzji, zakresu zbieranych danych oraz mozliwosci korekey.
Im intensywniejsze zaznaczenie, tym wicksza ingerencja w prywatno$¢ kandydata.

Wykres 1.
Mapa cieplna ingerencji w prywatno$é w rekrutacji Al

Mapa cieplna ingerencji w prywatnos¢ w rekrutacji Al

II J
-5

Poziom ingerencji - 5

Ol e%\\ (j\
Sl @""‘\e 2 o
o R ot _\\L(O e A
\1\0 ) 12 61—6‘\
<0 8¢

Zrédlo: opracowanie whasne.
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Przyklady te pokazuja, ze mimo wielu korzysci, Al w rekrutacji niesie réwniez ryzyko.
Brak regulacji i przejrzystoéci algorytméw moze prowadzi¢ do naruszen praw kandydatéw,
uprzedzeni w ocenie oraz inwigilacji?’. W odpowiedzi na te wyzwania Unia Europejska wpro-
wadzita regulacje, takie jak Al Act, ktdre maja zapewni¢ wigksza przejrzystos¢ algorytméw
rekrutacyjnych. RODO réwniez naklada obowiazek informowania kandydatéw o sposobie
przetwarzania ich danych. Kluczowym wyzwaniem pozostaje jednak skuteczne wdrazanie
etycznych standardéw oraz monitorowanie wplywu algorytméw na decyzje rekrutacyjne®.

PARADOKS RACJONALNOSCI W ALGORYTMICZNYCH
DECYZJACH REKRUTACYJNYCH

Wspélczesne systemy rekrutacyjne mogg wzmacniaé uprzedzenia, np. preferowad
kandydatéw z okreslonych uczelni lub firm. Moga tez prowadzi¢ do nieoptymalnych
wyboréw, jesli opieraja si¢ na sztywnych regutach decyzyjnych.

Rozwazmy algorytm stosujacy preferencje leksykograficzne, gdzie decyzje opieraja
si¢ na hierarchii kryteriéw*®. Najpierw poréwnuje si¢ kandydatéw do pracy pod katem
IQ, a dopiero przy minimalnych réznicach, brane jest pod uwage doswiadczenie zawo-
dowe. Jedli algorytm opiera si¢ na $cisle okreslonej hierarchii kryteriéw, moze doj$¢ do
nielogicznych lub indyferentnych wyboréw.

Zatézmy, ze preferujemy kandydatéw wg 1Q, a przy nierozréznialnych wynikach
decyduje doswiadczenie: 1Q (inteligencja) jest uwazane za wazniejsze niz do$wiad-
czenie. Doswiadczenie zawodowe rozstrzyga wybér tylko wtedy, gdy réznice w 1Q sa
minimalne, tj. ponizej bledu pomiaru.

Zatézmy, ze:

1. kandydaci x, y, z réznig si¢ poziomem I1Q i do$wiadczenia;

2. 1Q jest wazniejsze niz doswiadczenie, wigc zawsze preferujemy kandydata
z wyzszym 1Q;

3. gdy IQ dwdch kandydatéw jest nierozréznialne (réznica mniejsza niz btad
pomiaru 1)), decyduje doswiadczenie;

4. pomiar zaréwno 1Q, jak i doswiadczenia obarczony jest blgdem — n dla IQ
i n* dla do$wiadczenia;

5. preferencje sg okreslone wedtug leksykograficznej reguly decyzyjnej (najpierw
IQ, potem doswiadczenie).

47 1. Ajunwa, The Paradox of..., op. cit.
48 C. O’Neil, Weapons of math destruction. .., op. cit.

49 P Swiskak, Filozofia nauki i nauki spoleczne po okresie pozytywizmu logicznego, ,Edukacja
Filozoficzna” 1998, nr 26, s. 21-35.
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Jesli algorytm stosuje zasadg ,,1Q decyduje, a doswiadczenie decyduje tylko w razie
remisu”, to nie moze dokona¢ jednoznacznego wyboru.
Teraz przeanalizujmy wybér kandydatéw:
1. kandydat x i kandydat y: ich IQ jest nierozréznialne (|IQx -IQy |<n), wigc
wybieramy x, bo ma wigksze do§wiadczenie;
2. kandydaty i kandydat z: ich IQ réwniez jest nierozréznialne, wigc wybieramy
y, bo ma wigksze do$wiadczenie;
3. kandydat z i kandydat x: tutaj IQ z jest wyraznie wyzsze niz IQ x (poza granica
btedu m), wigc preferujemy z.

Powstaje sprzeczno$é: Preferujemy x nad y i y nad z, ale jednocze$nie preferujemy
z nad x. Otrzymujemy cykliczna strukture preferencji: x preferujemy nad y i y prefe-
rujemy nad z, ale z preferujemy nad x, co narusza warunek przechodniosci, ktéry jest
podstawowym wymogiem racjonalnosci decyzji*®.

W efekcie algorytm podejmie nieracjonalny lub indyferentny wybér. Chociaz kazda
pojedyncza decyzja jest podejmowana w zgodzie z regutami racjonalnosci, catosciowo
prowadzi do niemoznosci dokonania jednoznacznego wyboru. Oznacza to, ze postgpu-
jac racjonalnie, nie mozemy podja¢ racjonalnej decyzji, co stanowi paradoks i podwaza
mozliwo$¢ wyboru najlepszego kandydata.

Mozemy zaprojektowaé system rekrutacyjny Al, kt6ry:

1. oceni kandydatéw na podstawie dwéch cech — np. IQ i doswiadczenia;

2. przypisze wigksza wage 1Q — jesli IQ kandydata A jest wyzsze niz B, zawsze
preferuje A, niezaleznie od do$wiadczenia;

3. gdy IQ jest w granicach bfedu eta, Al poréwnuje doswiadczenie — jesli réznice
w IQ sa nierozréznialne, Al wybiera kandydata z wigkszym do$wiadczeniem;

4. wprowadzi bledy pomiaru IQ i do§wiadczenia — wartosci moga si¢ réznic
w zaleznosci od losowego bledu eta i eta™;

5. uzyje danych, ktére prowadza do cyklicznych preferencji — np. Al oceni:

a. x =~y pod wzgledem IQ — wybiera x, bo ma wigksze do§wiadczenie;
b. y=zpod wzgledem IQ — wybiera y, bo ma wigksze doswiadczenie;
c. z>x pod wzgledem IQ — wybiera z.

W efekcie system preferuje x nad y, y nad z, ale jednoczesnie z nad x, co prowadzi
do niespdjnosci decyzyjnej.
Konsekwengje tego paradoksu obejmuja:
1. niespdjne wybory — algorytm moze podejmowacd rézne decyzje dla tych
samych kandydatéw;

50 Ibidem.
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2. arbitralno$¢ decyzji (brak transparentnosci) — Al moze losowo preferowa¢ jed-
nego kandydata przy minimalnych réznicach (mniejszych niz wielkos¢ bledu).
Moze to prowadzi¢ do sytuacji, w ktérej wynik zalezy nie od kwalifikacji, ale
od przypadkowych fluktuacji w danych;

3. zagrozenie dla sprawiedliwosci rekrutacji — trudno wyjasni¢, dlaczego Al
odrzuca lub akceptuje kandydatéw.

Al opierajac si¢ na regutach logicznych (np. IQ > doswiadczenie), moze powiela¢
ten sam problem. Moze nie by¢ w stanie wybra¢ najlepszego kandydata, bo bledy
pomiaru (eta i eta*) sa mniejsze niz margines bledu. W tej sytuacji, Al moze podjaé
sprzeczne decyzje, np. preferujac A nad B, B nad C, ale potem C nad A, co zapetla
proces decyzyjny!.

Stosowanie probabilistycznych modeli oceny kandydatéw (tj. traktowanie 1Q
i dos$wiadczenia jako rozktadéw prawdopodobieristwa) nie rozwigze problemu,
poniewaz wcigz moze wystgpowac sytuacja, w ktérej réznice miedzy kandydatami
sa na tyle niewielkie, ze decyzje podejmowane przez model sg arbitralne lub losowe,
co wciaz prowadzi do cyklu preferencji. Podobnie wprowadzenie elastycznych regut
decyzyjnych (elastyczne wazenie kryteriéw w zaleznosci od kontekstu danej rekru-
tacji) nie eliminuje catkowicie problemu. Elastycznos$¢ w regutach moze prowadzié¢
do dodawania nowych, arbitralnych kryteriéw, co moze wprowadza¢ niezamierzona
stronniczo$¢ i faworyzowanie okreslonych grup kandydatéw. Dodatkowo nie roz-
wigzuje problemu przechodniosci, poniewaz wciaz moze dojs¢ do sytuacji, w ktérej
kandydaci sa nierozréznialni na podstawie kryteriéw, a decyzje sa subiektywne lub
losowe. Al powinno wyjasnia¢ podjete decyzje, natomiast firmy powinny monito-
rowaé, czy jej decyzje sa spojne i sprawiedliwe. Ta metoda wprowadza mechanizm
nadzoru, ktéry pozwala na identyfikowanie i eliminowanie przypadkdéw niespdjnosci
i dyskryminacji. Tylko regularny audyt oraz zapewnienie przejrzystosci i odpowie-
dzialnoséci w procesach decyzyjnych pozwolg zapobiec nieréwnosciom i uprzedze-
niom, ktére moga wystapié.

Nowoczesne algorytmy rekrutacyjne rzadziej wykorzystuja sztywne reguty hierar-
chiczne, stosujac:

* modele probabilistyczne — zamiast sztywnego ,,IQ > doswiadczenie”, analizuja,
jak kazda cecha wptywa na skutecznos¢ kandydata w pracy;

" uczenie nadzorowane — algorytm uczy si¢ na podstawie danych historycznych,
ktére wskazuja, jakie kombinacje cech prowadzity do sukcesu w danej firmie;

* modele hybrydowe — facza elementy regul ekspertowych z podejsciem staty-
stycznym, dostosowujac si¢ do realiéw rynku pracy.

51 Ibidem.
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Cho¢ nowoczesne algorytmy rekrutacyjne rzadziej bazuja na sztywnych regufach,
problem preferencji leksykograficznych nie zniknat catkowicie. Systemy hybrydowe
tacza tradycyjne metody selekgji z Al integrujac recznie ustawione reguty z dynamicz-
nymi algorytmami. Przyktadem sg systemy ATS, jak eRecruiter, ktéry automatycznie
analizuje CV pod katem zgodnosci z wymaganiami. Chatboty rekrutacyjne oceniaja
odpowiedzi kandydatéw, taczac pytania kwalifikacyjne z analiza Al. Z kolei Pymetrics
analizuje nagrania rozmoéw, uwzgledniajac nie tylko tres¢, ale takze mowe ciata i ton
glosu.

PARADOKS PREFERENCJI LEKSYKOGRAFICZNYCH

Nowe podejscia do rekrutacji, zwlaszcza w kontekscie zaawansowanych systeméw
hybrydowych, zmieniaja sposéb, w jaki rozumiemy problem preferencji leksykogra-
ficznych w praktyce rekrutacyjnej. Odwolujac si¢ do stwierdzenia Fishburna, ktéry
sugerowal, ze problem nieprzechodniosci preferencji pojawia si¢ gtéwnie w modelach
teoretycznych i nie jest powszechnie stosowany w praktycznych zastosowaniach, warto
zauwazy¢, ze wspoltczesne podejscie do rekrutacji, w tym wykorzystywanie systeméw
hybrydowych, zmienia ten obraz. Fishburn zakfadal, ze w praktyce preferencje leksyko-
graficzne zazwyczaj sa rozwiazywane lub modyfikowane, aby unikna¢ cykli. Z perspek-
tywy dwezesnych technologii i podejs¢ do decyzji byto to uzasadnione. Jednak obecnie,
w kontekscie rosnacego wykorzystywania sztucznej inteligenciji i systeméw hybrydowych
w rekrutacji, problem nieprzechodniosci preferencji staje si¢ coraz bardziej aktualny
i moze wystgpowac czgsciej niz zaktadal Fishburn®2.

Paradoks preferencji leksykograficznych, ktéry w teorii rozwiazywat problem nie-
przechodniosci, w rzeczywistosci staje si¢ wyzwaniem dla systeméw rekrutacyjnych
opartych na algorytmach. Jest to realny problem w procesach rekrutacyjnych duzych
przedsigbiorstw, ktdry jest czgsto niewidoczny, maskowany lub nieodpowiednio adre-
sowany przez osoby odpowiedzialne za projektowanie i monitorowanie systeméw Al.
Szacuje si¢, ze catkowite prawdopodobieristwo wystapienia cykli preferencji w rekrutacji
moze wynosi¢ od 5 do 40%, w zaleznosci od rodzaju systemu rekrutacyjnego, specyfiki
branzy i organizacji, jakoéci algorytméw oraz nadzoru nad procesami decyzyjnymi®3.
W przypadku duzych organizacji, ktére prowadza wiele proceséw rekrutacyjnych jed-
noczesnie, ryzyko pojawienia si¢ cyklu preferencii staje sig realne. Paradoks preferencji

2 PC. Fishburn, Utility Theory for Decision Making, Wiley, New York 1970.

53 Opracowanie wiasne autorki na podstawie analizy literatury i charakterystyki systeméw rekru-
tacyjnych opartych na algorytmach. Wartosci prawdopodobieristwa cykli preferencji (5-40%)
maja charakter szacunkowy i hipotetyczny.
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leksykograficznych moze wystapi¢ szczegSlnie wtedy, gdy réznice migdzy kandydatami
sa minimalne, co jest czgste w branzach takich jak marketing, technologie, niektére role
w HR, a mniej prawdopodobne w I'T, zdrowiu czy administracji publicznej.

W literaturze czg¢sto pojawia si¢ przekonanie, ze paradoks preferencji leksykograficz-
nych jest wylacznie problemem teoretycznym, ktéry nie wplywa na prakeyke®. Jednak,
jak pokazuja wspétczesne badania, takie podejscie jest niepelne, szczegdlnie w kontek-
$cie systeméw rekrutacyjnych®. Arrow i Sen omawiali ten problem w ramach ogélnych
teorii decyzji, lecz nie wskazywali jednoznacznie, ze ten paradoks nie moze wplywaé
na rzeczywiste procesy decyzyjne. Przyktad Piotra Swistaka pokazuje, ze w kontekscie
rekrutacji na prestizowe uczelnie — takich jak University of Maryland, gdy kandydaci sa
nieodréznialni na podstawie formalnych kryteriéw (np. IQ, doswiadczenie), paradoks
preferencji leksykograficznych staje si¢ istotnym wyzwaniem w procesie podejmowania
decyzji. Taki przypadek stanowi konkretne potwierdzenie, ze paradoks ten moze mie¢
realny wplyw na praktyke rekrutacyjna, zwlaszcza w ztozonych procesach selekeyjnych,
gdzie réznice migdzy kandydatami s3 minimalne>®.

Paradoks preferencji leksykograficznych w praktyce rekrutacyjnej prowadzi do
szeregu negatywnych konsekwencji. Po pierwsze, generuje niesprawiedliwos$¢ i arbi-
tralno$¢ wyboréw. W sytuacjach, gdzie kandydaci sa nierozréznialni na podstawie
przyjetych kryteriéw (np. IQ i do§wiadczenie), system selekeji — niezaleznie od tego,
czy oparty na sztywnych regufach, czy algorytmach Al — moze wybiera¢ losowo lub na
podstawie sztywnych przestanek, co podwaza obiektywnos¢ i sprawiedliwos¢ procesu
decyzyjnego. Po drugie, w wyniku trudnosci z dokonaniem jednoznacznego wyboru,
systemy rekrutacyjne czgsto dodaja nowe kryteria, takie jak ,,dopasowanie kulturowe”
czy ,kompetencje migkkie”, co moze prowadzi¢ do ukrytej dyskryminacji. Jesli takie
kryteria nie sg istotne dla stanowiska, ich wprowadzenie nie rozwiazuje problemu i moze
go wrecz maskowad, prowadzac do faworyzowania kandydatéw o podobnych cechach
do rekrutera lub innych grup. Moze to takze prowadzi¢ do niezamierzonych bledéw,
co dodatkowo komplikuje proces selekeji.

W systemach opartych na sztucznej inteligencji paradoks preferencji leksykogra-
ficznych nadal stanowi istotne wyzwanie, takze w algorytmach hybrydowych. Nawet
jesli Al analizuje szereg zmiennych i stara si¢ uwzgledni¢ elastyczno$é w ocenie kandy-
datéw, to brak jednoznacznosci w réznicach migdzy nimi moze skutkowaé losowym
wyborem lub podjeciem decyzji na podstawie arbitralnych przestanek, ktére nie maja
merytorycznego uzasadnienia. Taki proces nie tylko podwaza transparentno$é¢ calego

54 K.J. Arrow, Social choice and individual values (274 ed.), Wiley & Sons, New York, London,
19515 A. Sen, Collective choice and social welfare, Holden-Day, San Francisco 1970.

> Techsetter, Dyskryminacja w rekrutacji: Dlaczego Al powiela stereotypy?, https://techsetter.pl/
dyskryminacja-w-rekrutacji-dlaczego-ai-powiela-stereotypy/. [dostep: 10.08.2025].

56 P Swiskak, Filozofia nauki i nauki spoleczne..., op. cit.
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procesu rekrutacyjnego, ale takze moze prowadzi¢ do naruszeni etycznych i prawnych
zwiazanych z réwnoscig szans w rekrutacji.

Warto zwréci¢ uwage na to, ze klasyczne systemy ekspertowe, ktére byly szeroko
stosowane w rekrutacji, bazowaly na regutach, jednak nowoczesne modele uczenia
maszynowego uczg si¢ na podstawie danych, co zmniejsza sztywno$¢ zasad. Jednak
wciaz stosuje si¢ systemy regutowe w procesach rekrutagji, szczegélnie w takich sek-
torach jak finanse, zdrowie, sektor edukacyjny, administracja publiczna oraz sektor
IT i technologiczny, ktére wymagaja Scistej zgodnosci z politykami oraz przepisami
wewngtrznymi. Preferuje si¢ w nich takie systemy, poniewaz umozliwiaja petng kontrole
nad procesem decyzyjnym, co jest niezbedne w branzach, w ktérych decyzje musza by¢
zgodne z okreslonymi normami prawnymi, etycznymi lub regulacjami dotyczacymi
réwnosci szans i przeciwdziatania dyskryminacji.

Szacunkowo w Polsce preferencje leksykograficzne moga stanowi¢ od 5 do 20%
wszystkich proceséw rekrutacyjnych, zwlaszcza w przypadkach, gdy stosuje si¢ systemy
regutowe, oparte na hierarchii kryteriéw, takich jak I1Q, doswiadczenie zawodowe czy
inne sztywne parametry®’. Z kolei, w kontekscie systeméw hybrydowych, ktére facza
preferencje leksykograficzne z bardziej zaawansowanymi metodami uczenia maszyno-
wego mozna zauwazy¢, ze takie podejscie znajduje zastosowanie w rekrutacji, gdzie
organizacje musza balansowa¢ migdzy spetnieniem okreslonych wymagan formal-
nych a elastyczno$cia w ocenie kandydatéw. Dzigki polaczeniu ustalonych regut (np.
wymagania dotyczace wyksztalcenia, do§wiadczenia czy umiejetnosci) z dynamicznymi
analizami opartymi na danych (np. preferencje kulturowe, potencjat rozwoju), proces
rekrutacyjny staje si¢ bardziej kompleksowy i dopasowany do realiéw wspétczesnego
rynku pracy.

W prakeyce w sektorach takich jak I'T; technologie, edukacja czy administracja publiczna,
ktére wymagaja zaréwno zgodnosci z przepisami, jak i duzej elastycznosci w dopasowaniu
kandydatéw, zastosowanie systeméw hybrydowych w rekrutacji staje si¢ coraz bardziej
powszechne. Hybrydowe podejscia pozwalajg na zastosowanie ,,twardych” kryteriéw, kedre
s niezbedne do spetnienia norm prawnych czy regulacyjnych, a jednoczesnie pozwala na

37 Szacowanie odsetka preferencji leksykograficznych w rekrutacji opiera si¢ na kilku czynnikach.

Przede wszystkim dotyczy to branz i sektoréw, w ktérych procesy rekrutacyjne sa silnie regulo-
wane przez przepisy prawne lub wewnetrzne polityki. W takich branzach, jak finanse, zdrowie,
edukacja, administracja publiczna czy IT, preferencje leksykograficzne moga stanowi¢ od 5 do
20% proceséw rekrutacyjnych, gtéwnie w przypadkach, gdy kluczowe sa $cisle okreslone wyma-
gania (np. minimalny poziom wyksztalcenia, doswiadczenie zawodowe). W takich przypadkach
preferencje leksykograficzne pomagaja zapewni¢ porzadek i przejrzystos¢ w decyzjach rekruta-
cyjnych, spetniajac normy zgodnosci z przepisami dotyczacymi réwnosci szans, przeciwdzialania
dyskryminacji i innych regulacji prawnych.

Uwaga. Szacunki te nie obejmuja branz, w kedrych systemy rekrutacyjne sa bardziej zréznicowane,
a decyzje sa podejmowane na podstawie bardziej dynamicznych i elastycznych algorytméw AL
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bardziej dynamiczne i elastyczne podejscie do oceny kandydata, uwzgledniajac zmieniajace
si¢ potrzeby organizagji i rynku pracy. Szacunkowo w sektorze 1T, technologii i edukacji
systemy hybrydowe moga stanowi¢ od 15 do 30% proceséw rekrutacyjnych. W admini-
stracji — moga obejmowac ok. 10—15% proceséw rekrutacyjnych. Biorac pod uwagg rézne
sektory, w ktdrych wprowadzenie hybrydowych systeméw rekrutacyjnych z wykorzystaniem
preferencji leksykograficznych jest mozliwe, szacunkowy odsetek proceséw rekrutacyjnych,
opartych na takich systemach w Polsce moze wynosi¢ od 20 do 40%°%.

Pietruszkiewicz i inni proponuja hybrydowe podejscie do podejmowania decyzji
w systemach, ktére facza inteligencje ludzka i Al, poprawiajac doktadnos¢ proceséw
decyzyjnych, jednoczesnie zachowujac przejrzystos¢ i odpowiedzialnosé. W szczegdl-
nosci ich model moze by¢ przydatny w kontekscie preferencji leksykograficznych,
poniewaz uwzglednia ludzki nadzér nad rekomendacjami AI>®.

Sposoby rozwigzania problemu paradoksu preferencji
leksykograficznych w systemach hybrydowych

1. Optymalizacja algorytméw decyzji — systemy hybrydowe moga wykorzystywaé
zaawansowane algorytmy, ktére analizuja réznorodne dane i uwzgledniaja
niejednoznacznoséci w preferencjach, zamiast polega¢ na prostych regutach
leksykograficznych. Algorytmy te moga automatycznie eliminowaé cykle
preferencji poprzez stosowanie rozwiazan takich jak optymalizacja wielokryte-
rialna lub podejscie probabilistyczne, ktére uwzgledniaja niepetne informacje.

2. Wilaczenie elementu losowosci — gdy system napotyka na nierozréznialnych
kandydatéw, wprowadzenie losowego elementu moze poméc w ztamaniu
cykli preferencji. Cho¢ nie jest to idealne rozwiazanie, moze stanowi¢ sposéb
na utrzymanie sprawiedliwosci procesu, gdy inne kryteria sa niewystarczajace
do dokonania wyboru.

58 Szacunek opiera si¢ na analizie sektoréw, w ktérych stosowanie systemow rekrutacyjnych Wyko-
rzystujacych preferencje leksykograficzne jest najbardziej prawdopodobne. Dane dotyczace
udziatu systeméw regutowych w sektorach takich, jak finanse, administracja publiczna, zdrowie,
edukacja czy IT, sugeruja, Ze moga one stanowi¢ od 5 do 20% wszystkich proceséw rekruta-
cyjnych. Dodatkowo, w sektorach intensywnie wykorzystujqcych Al i zaawansowane analizy
danych, systemy hybrydowe moga obejmowa¢ od 20 do 40% rekrutacji. Estymacja ta opiera si¢
na analizach trendéw w automatyzacji proceséw HR oraz badaniach dotyczacych wykorzystania
algorytméw w rekrutacji w Europie i na $wiecie.

Uwaga. Szacunkowe dane nie obejmuja wszystkich branz, w ktérych wykorzystywane sa zaawan-
sowane techniki Al, a takze moga si¢ rézni¢ w zaleznosci od regionu geograficznego i specyfiki
konkretnej organizacji.

9 W. Pietruszkiewicz, M. Twardochleb, M. Roszkowski, Hybrid approach to supporting decision
making processes in companies, ,Control and Cybernetics” 2011, nr 40(1), s. 126-133.
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3. Zaangazowanie ekspertéw ludzkich — w przypadkach, w kt6rych algorytmy

napotykaja trudnosci w podjeciu decyzji (np. w sytuacjach granicznych), eks-
perci moga wprowadzi¢ kontekst lub dodatkowe informagje, ktére umozliwia
wyjasnienie lub rozstrzygnigcie trudnych decyzji, eliminujac nieprzechodnio$¢
w preferencjach.

Testowanie i monitorowanie systemu — warto przeprowadzad regularne testy
systemow Al pod katem ich tendencji do generowania cyklicznych preferencii.
Analiza wynikéw oraz korekta algorytméw w czasie rzeczywistym moze poméc
w eliminowaniu niepozadanych skutkéw tych cykli.

Hybrydowe podejécie taczace inteligencje ludzka i Al — Pietruszkiewicz i inni
proponuja hybrydowe podejscie do podejmowania decyzji w systemach, ktére
tacza inteligencje ludzka i Al, poprawiajac doktadnos¢ proceséw decyzyjnych,
jednocze$nie zachowujac przejrzystos¢ i odpowiedzialnosé. W szczegdlnosci
ich model moze by¢ przydatny w kontekscie preferencji leksykograficznych,
poniewaz uwzglednia ludzki nadzér nad rekomendacjami Al. Taki system
pozwala na lepsze zarzadzanie decyzjami, zwlaszcza w przypadkach, gdy tra-
dycyjne algorytmy moga napotka¢ trudnosci w eliminowaniu cyklicznych
preferencji®®.

Monitorowanie decyzji Al powinno obejmowac:

1.

testowanie spojnosci algorytméw. Regularne analizowanie wynikéw podej-
mowanych przez systemy rekrutacyjne w kontekscie tego, czy decyzje sg
przejrzyste i spdjne;

ewaluacj¢ bledéw pomiarowych. Zrozumienie, jak réznice w kryteriach (np.
1Q czy doswiadczeniu) sg traktowane przez systemy, i czy te réznice nie pro-
wadza do niespdjnych preferencji w wyniku btedéw pomiarowych;

przeglad proceséw decyzyjnych. Zapewnienie, ze kazda decyzja rekrutacyjna
jest uzasadniona na podstawie rzeczywistych wymagan stanowiska, a nie nie-
istotnych lub dodatkowych kryteriéw.

60

Ibidem.
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Tabela 3.
Poréwnanie modeli rekrutacyjnych
Systemy ) Uczenie
: ekspertowe Preferencje
Kryterium maszynowe Modele hybrydowe
(klasyczne, oparte leksykograficzne
: (nowoczesne Al)
na wiedzy)

Reguty logiczne

Hierarchiczne
podejmowanie
decyzji:

Analiza duzych
zbioréw danych

Potaczenie regut

e o : e ekspertowych
Sposdb dziatania opracowane przez najwazniejsze i optymalizacja 2 uczeniem
ekspertow kryterium decyduje, | na podstawie
, maszynowym
pozostate sg WZorcow
drugorzedne
_ Wysoka - Srednia do
) ) Bardzo niska - raz o . .
Niska - dziata dostosowuje sie wysokiej - mozna

Elastycznosé

wg ustalonych
zasad, trudne do
dostosowania

ustalona hierarchia
nie zmienia sie

w zaleznosci od
kontekstu

do danych, moze
uwzglednia¢
interakcje miedzy
cechami

dostosowad reguty,
ale elastycznosé
zalezy od
implementacji

Wysoka - fatwo

Niska do Sredniej -
modele ,czarnej

Srednia - mozna
wyjasnic¢ czesé

Przejrzystosé Wysoka - jasne zrozumieg, -
- S skrzynki” moga decyzji, ale
decyzji requty i wyjasnienia | dlaczego kandydat .
by¢ trudne do elementy Al moga
zostat wybrany : N - .
interpretacji by¢ nieprzejrzyste
Wysokie - brak . ) Srednie - system
ela{st cznosci Srednie do moze ule aﬁ
Ryzyko btednych Srednie - zalezy od . Yy ) wysokie - moze . 9
- o moze prowadzi¢ L zaréwno btedom
decyzji jakosci regut o uczy¢ sie btednych L
do nielogicznych , ekspertow, jak
s wzorcow )
wynikéw i modelu Al
. ) Dynamiczna taczy requty
Reguty oceny Hierarchiczne )
. ) ) analiza cech ekspertowe
Zastosowanie kandydatéw oparte | filtrowanie )
kandydata z analizg Al, np.

w rekrutacji

na doswiadczeniu
HR

kandydatow, np. 1Q
> dodwiadczenie

oparta na danych
historycznych

ustalanie progéw
dla modeli ML

Zalety

Transparentnos¢
decyzji.
Mozliwosé
manualnego
dostosowania

tatwa do
interpretaciji.
Szybko$¢ dziatania

Dostosowuje sie
do realiéw rynku
pracy.

Moze wykrywac
nieszablonowych
kandydatow

Balans miedzy
przejrzystoscia

a adaptacyjnoscia.
Mozliwosc¢
ograniczenia
ryzyka
stronniczosci
modeli Al
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System )
/ ) . Uczenie
: ekspertowe Preferencje
Kryterium maszynowe Modele hybrydowe
(klasyczne, oparte leksykograficzne
: (nowoczesne Al)
na wiedzy)
Ryzyko
. o nieprzechodniosci
Trudne do Moze prowadzi¢ ) P N
. o Brak petnej preferencii (np. Al
skalowania do nielogicznych ) - . . ,
: o ) przejrzystosci. moze nadpisywac
i aktualizacji. i sprzecznych o )
Wady ) Ryzyko uczenia sie | reguty w sposob
Wymaga recznego | wybordw. ; .
niesprawiedliwych sprzeczny).

wprowadzania
requt

Nie uwzglednia
btedéw pomiaru

WZOorcow

Ztozono$¢ integracii
i potrzeba statej
kontroli

Popularnosé¢
w systemach
rekrutacyjnych

Tak, ale coraz
rzadziej

Tak, nadal
stosowane
w niektérych
systemach

Tak, dominujgce
podejscie

Tak, coraz czesciej
stosowane w celu
ograniczenia
ryzyka
stronniczosci
modeli Al

Zrédlo: opracowanie whasne.

Algorytmy oparte na regulach preferencji leksykograficznych nie spetniaja definicji

uczenia si¢ sztucznej inteligencji, poniewaz nie ucza si¢ na podstawie danych, ani nie

dostosowuja swoich wynikéw. Jednak wspétczesne systemy tacza te podejscia — klasyczne

reguty mogg stanowi¢ element bardziej ztozonych algorytméw decyzyjnych.

Modele hybrydowe, ktére moga wykorzystywaé klasyczne reguty oparte na prefe-

rencjach leksykograficznych, ale z dodatkowa zdolnoscia do adaptacji i zmiany tych

regut s3 najbardziej obiecujace. Hybrydowe modele, ktére integruja deterministyczne

reguly z adaptacyjna analiza Al, sa szczeg6lnie obiecujace.

Na wykresie 2 poréwnano algorytmy rekrutacyjne pod wzgledem elastycznosci,

przejrzystosci decyzji, ryzyka uprzedzen, ztozonosci implementacji i popularnosci.
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Wykres 2.
Poréwnanie algorytméw rekrutacyjnych

— Preferencje leksykograficzne
—— Uczenie maszynowe
—— Modele hybrydowe

Poréwnanie algorytmodw rekrutacyjnyc
Przejrzystosc decyzji

ree

Ryzyko uprzedzen

Ziozonos¢ implementacji

Popularnosé

Zrédlo: opracowanie whasne.

Poréwnanie algorytméw rekrutacyjnych:
1. preferencje leksykograficzne — bardzo przejrzyste, ale mato elastyczne i rzadziej
stosowane we wspdlczesnych systemach rekrutacyjnych;
2. uczenie maszynowe — elastyczne i popularne, ale trudniejsze do wyjasnienia
oraz bardziej wymagajace pod wzgledem wdrozenia;
3. modele hybrydowe — kompromis migdzy przejrzystoscia a elastycznoscia,
taczacy zalety obu podejsé.

Paradoks wyboru pokazuje, ze nawet matematycznie racjonalne decyzje moga pro-

wadzi¢ do niespéjnych wynikéw. W kontekscie rekrutacji opartej na Al oznacza to, ze:

1. Al moze powiela¢ ludzkie btedy w ocenianiu kandydatéw, jesli zostanie zapro-
gramowane wedlug sztywnych regul;

2. bledy pomiarowe moga powodowa¢ arbitralnos¢ decyzji, jedli algorytm nie

uwzglednia ich wptywu. Systemy Al s3 trenowane na danych historycznych,
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ktére moga odzwierciedla¢ wezesniejsze prakeyki rekrutacyjne oraz uprzedze-
nia spoleczne®’;
3. Al musi by¢ projektowane w sposéb umozliwiajacy adaptacje i uwzglednienie

kontekstu, zamiast $lepo stosowac jedng regufe.

Aby unikna¢ tych probleméw, konieczne jest: wprowadzenie transparentnosci
w decyzjach podejmowanych przez Al, zapewnienie audytu algorytméw oraz btednych
wyboréw rekrutacyjnych.

WYZWANIA DOTYCZACE OCHRONY PRYWATNOSCI W REKRUTACJI Al
Hybrydowa prywatno$é - model, ograniczenia i konsekwencje prawne

Wspétczesna debata nad prywatnoscia pokazuje, ze tradycyjne rozumienie tego pojecia
nie wystarcza. Dotychczas traktowano ja gléwnie jako jednorodne zjawisko, lecz dyna-
miczne zmiany technologiczne i spoteczne ujawniaja jej wielowymiarowy i ewoluujacy
charakter. Daniel Solove proponuje, aby zamiast jednej, uniwersalnej definicji, trakto-
waé prywatno$¢ jako sie¢ powiazanych probleméw, zmieniajacych si¢ w zaleznosci od
kontekstu spotecznego i technologicznego®?. Carissa Véliz podkresla, ze w cyfrowej erze
prywatnos$¢ to nie tylko indywidualne prawo, ale takie warto$¢ spoteczna, poniewaz
dane jednostek wplywaja na cate spotecznosci®?.

Nowe technologie, takie jak sztuczna inteligencja, analityka predykeyjna czy per-
sonalizacja tresci, wprowadzaja nowe wyzwania w ochronie prywatnosci. W kontekscie
rekrutacji wykorzystanie Al moze ogranicza¢ autonomi¢ kandydatéw i prowadzi¢ do
nadmiernego profilowania, co rodzi pytania o etyczne granice przetwarzania danych®4.
Algorytmy rekrutacyjne analizujg nie tylko CV, ale takze zachowania kandydatéw
podczas rozméw wideo czy ich aktywnos$¢ w mediach spotecznosciowych. Brak przej-
rzystosci dzialania tych algorytméw oraz trudnosci w wyjasnianiu decyzji (tzw. black
box problem) rodza obawy o prywatno$¢ i sprawiedliwos¢ selekcji®.

Podejscie hybrydowe w analizie prywatnosci pozwala uwzglednié¢ zaréwno aspekey
jednostkowe, jak i strukturalne. Z jednej strony kfadzie nacisk na indywidualna kontrole

61 M. Bogen, A. Ricke, Help Wanted..., op. cit.

62 D.]. Solove, Understanding privacy, Harvard University Press, Cambridge, MA, London 2008,
s. 20-30.

C. Véliz, Privacy is power: Why and how you should take back control of your data, Bantam Press,
London 2020, s. 51.

L. Ajunwa, The Paradox of..., op. cit.
65 M. Bogen, A. Rieke, Help Wanted. .., op. cit.

63
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nad danymi, co jest charakterystyczne dla klasycznych koncepcji prywatnosci opartych
na zgodzie i transparentnosci. Z drugiej strony podkresla wptyw systeméw Al na
spoleczenistwo, pokazujac, ze dane jednostek sa wykorzystywane do profilowania grup
i przewidywania zachowan na masowg skale®®. W kontekscie rekrutacji hybrydowe
podejscie wymaga zastosowania zaréwno technicznych zabezpieczen (np. anonimizacji
danych), jak i regulacji prawnych, ktére zapobiegna naduzyciom i zapewnia réwnosé
szans w procesie zatrudnienia.

Hybrydowa koncepcja prywatnosci obejmuje trzy gtéwne wymiary: informacyjny,
doste¢pnosci oraz decyzyjny. Na przecigciu tych wymiaréw znajduje si¢ hybrydowosé¢
prywatnosci, czyli ztozona struktura ochrony danych, dostgpu i ochrony decyzyjnej
kandydatéw w rekrutacji AI. Wymaga to nowych mechanizméw i uregulowan, ktére
zapewniaja réwnowage miedzy efektywnoscia algorytméw a poszanowaniem praw
kandydatéw do pracy.

Wymiary prywatnosci sg kwestia teoretycznie i empirycznie otwarta. Alan Westin®”
wskazywat na kontrolg jednostki nad informacjami o sobie, podczas gdy Ruth Gavison®®
podkreslata trzy kluczowe elementy prywatnosci: anonimowos¢, niewiedze i niedo-
stgpnos¢. Z kolei Ferdinand Schoeman zwracal uwage na etyczny wymiar prywatno-
taczy je przekonanie, ze prywatno$¢ jest kategoria dynamiczna, zalezna od kontekstu
spoleczno-technologicznego.

Analiza literatury pozwala na wyréznienie trzech gléwnych wymiaréw prywatnosci:
informacyjnego, dostgpnosci oraz ekspresyjnego, ktdre przedstawiono ponizej.

Prywatno$¢ informacyjna

Prywatno$¢ informacyjna oznacza kontrole nad zakresem informacji, ktére jednostka
chece zachowa¢ dla siebie’®. W procesie rekrutacji dotyczy to kontroli nad danymi,
ktére kandydaci udostgpniaja rekruterom oraz algorytmom Al W tradycyjnych kon-
cepcjach prywatnosci chodzito o ochrong danych osobowych i prawo do ich ujawnia-
nia, modyfikowania i usuwania”!, jednak w dobie sztucznej inteligencji pojawiaja si¢
nowe wyzwania, zwigzane z automatycznym przetwarzaniem danych i ich dalszym

wykorzystaniem.

66 S. Zuboff, The age of surveillance capitalism: The fight for a human future at the new frontier
of power, PublicAffairs, New York 2019, s. 210-230.

87 AF. Westin, Privacy and freedom, Atheneum, New York 1967, s. 7-10.

68 R. Gavison, Privacy and the limits of law, ,Yale Law Journal” 1980, nr 89(3), s. 428-432.

% ED. Schoeman, Privacy and social values: Theories and concepts, , The Stanford Journal

of Philosophy” 1984, nr 1(2), s. 30-35.
70 A.E Westin, Privacy and freedom..., op. cit., s. 7-10.
71 Tbidem, s. 7—10.
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Kandydaci czgsto nie maja petnej $wiadomosci, jakie informacje sg gromadzone,
jakie sa przetwarzane i do jakich celéw wykorzystywane. Algorytmy rekrutacyjne
analizuja nie tylko CV i listy motywacyjne, ale réwniez histori¢ zatrudnienia, aktyw-
no$¢ online oraz sposdb interakeji w rozmowach wideo. Ponadto systemy oparte na
uczeniu maszynowym moga wykorzystywa¢ te dane do profilowania kandydatéw,
co rodzi ryzyko niejawnej dyskryminacji i ograniczenia ich szans na rynku pracy”2.
Przykladem jest analiza semantyczna aplikacji, ktéra moze faworyzowad okreslone
grupy kandydatéw, jesli Al byto trenowane na danych zawierajacych nieuswiadomione
uprzedzenia’?.

Prywatnos¢ dostgpnosci

Prywatno$¢ dostgpnosci odnosi si¢ do mozliwosci kontrolowania dostgpu do whasnej
osoby, zaréwno w wymiarze fizycznym, jak i wirtualnym, ale takze do prawa do zacho-
wania odr¢bnosci czasowej. Klasyczne rozumienie tego wymiaru wiazato si¢ z fizyczna
izolacja jednostki oraz ochrona przed niechcianym nadzorem”#, natomiast w erze
cyfrowej obejmuje réwniez sfer¢ wirtualna.

Algorytmy rekrutacyjne analizujg réwniez aktywnos$¢ kandydatéw w mediach
spolecznosciowych, ich §lad cyfrowy oraz dane biometryczne pozyskane z nagrani
wideo. Stosowane sa technologie $ledzenia mikroekspresji twarzy, tonu glosu czy
ruchéw gatek ocznych, ktére moga ocenia¢ ,autentycznos¢” kandydata lub jego poziom
zaangazowania’>. Coraz cz¢dciej firmy rekrutacyjne uzywaja oprogramowania moni-
torujacego aktywnos$¢ komputerowy kandydatéw podczas testéw kompetencyjnych,
co rodzi pytania o granice dopuszczalnej kontroli w procesie selekcji. Podczas testéw
kompetencyjnych Al moze $ledzi¢ sposéb pisania, czas reakeji, a nawet ruchy myszki,
co moze by¢ postrzegane jako naruszenie prywatnosci. AI moze zbiera¢ informacje
o kandydatach na podstawie ich historii przegladania, aktywnosci na forach czy komen-
tarzy na mediach spotecznosciowych, co moze prowadzi¢ do nieetycznych prakeyk
oceny kandydatéw.

Prywatnos¢ decyzyjna (ekspresyjna)
Prywatno$¢ decyzyjna dotyczy autonomii jednostki w podejmowaniu decyzji dotycza-
cych réznych sfer zycia. W kontekscie rekrutacji chodzi o autonomi¢ w ksztattowaniu

kariery oraz swobod¢ wyrazania opinii i tozsamosci bez obawy przed konsekwen-
cjami. Ferdinand Schoeman podkreslal, ze prywatnos¢ ekspresyjna ogranicza wplyw

72 M. Bogen, A. Rieke, Help Wanted..., op. cit., s. 7-15.

73 S. Barocas, A.D. Selbst, Big data’s disparate impact, ,California Law Review” 2016, nr 104(3),
s. 671-732.

74 R. Gavison, Privacy and the limits of law, ,Yale Law Journal” 1980, nr 89(3), s. 421-471.

75 1. Ajunwa, The Paradox of..., op. cit., s. 4-8.
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zewngtrznej kontroli spotecznej na wybory jednostki, chroniac jej swobodg decydowania
o wlasnym rozwoju zawodowym’®.

W kontekscie algorytmicznej rekrutacji pojawito si¢ ryzyko ,bariki algorytmicznej”,
czyli sytuacji, w ktdrej systemy Al ograniczaja kandydatom dostgp do réznorodnych
$ciezek kariery, sugerujac okreslone oferty pracy na podstawie wczesniejszych decyzji,
profilu zawodowego i analizy behawioralnej””. Moze to prowadzi¢ do efektu pre-
destynacji zawodowej, gdzie jednostki sa kierowane w strong okreslonych sektoréw
czy stanowisk, a ich mozliwos¢ eksploracji alternatywnych $ciezek jest ograniczona.
Ponadto analiza tresci generowanych przez kandydatéw w mediach spotecznosciowych
moze wplywaé na oceng ich ,dopasowania kulturowego” do organizacji, co skutkuje
autocenzurg i ograniczeniem pluralizmu w miejscu pracy’®.

Granice migdzy poszczegdlnymi wymiarami prywatnosci moga by¢ nieostre,
co sugeruje, ze hybrydowe podejscie do prywatnosci jest elastyczne i ewoluuje wraz
z postgpem technologicznym. W praktyce nie zawsze da si¢ oddzieli¢ rézne wymiary
prywatnosci, poniewaz s3 one ze soba powiazane i moga si¢ przenikaé. To rozmy-
cie granic jest charakterystyczne dla hybrydowego podejscia do prywatnosci, kedre
jest dynamiczne i zmienia si¢ wraz z rozwojem technologii. Oznacza to, ze definicje
i granice poszczegdlnych wymiaréw prywatnosci moga ewoluowaé w odpowiedzi na
zmieniajace si¢ warunki technologiczne, co sprawia, ze nie s3 one stale, ani fatwe do
okreslenia w kazdym przypadku.

Na diagramie Venna przedstawiono koncepcj¢ hybrydowej prywatnosci, ktéra
ilustruje, jak rézne wymiary prywatnosci moga si¢ przenikac i prowadzi¢ do wielowy-
miarowych naruszen w rekrutacji opartej na Al

76 ED. Schoeman, Privacy and social values: Theories and concepts, ,The Stanford Journal of

Philosophy” 1984, nr 1(2), s. 28-52.
77 R. Calo, The boundaries of privacy harm, ,Indiana Law Journal” 2011, nr 86(3), s. 1131-1162.
78 S. Zuboff, The age of surveillance capitalism..., op. cit., s. 63—64.
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Diagram 1.
Wizualizacja koncepcji hybrydowej prywatnoéci
w procesach rekrutacyjnych opartych na Al

Hybrydowos¢ Prywatnosci w Rekrutacji Al

Informacyjna Dostepnosci

Decyzyjna

Zrédlo: opracowanie whasne.

Ponizej znajduja si¢ przyktady takich naruszen, ktére obejmuja rézne aspekey
prywatnosci.
Naruszenie wylacznie prywatnosci informacyjne;j
Przyktadem naruszenia prywatnosci informacyjnej, bez ingerencji w prywatno$¢ dostgp-
nosci i decyzyjna, jest sprzedaz lub udost¢pnienie danych osobowych kandydata, bez
jego wiedzy i zgody. W tym przypadku dane sa wykorzystywane w sposéb niezgodny
z intencjami osoby, ktérej dotycza, ale nie ogranicza to jej dostepu do tych informadji
ani nie wplywa na podejmowanie decyzji rekrutacyjnych.

Naruszenie wylacznie prywatnosci decyzyjnej

Z kolei naruszenie prywatnosci decyzyjnej, ale bez naruszenia prywatnosci informa-
cyjnej i dostgpu, moze obejmowac sytuacje, w ktorej algorytm uzywany w rekrutacji
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analizuje dane o historii zawodowej kandydata, odrzucajac aplikacj¢ osoby, ktéra weze-
$niej pracowata w konkurencyjnej firmie. Kandydat nie ma mozliwosci zmiany tej
decyzji, nie ma wptywu na dane, ktére zostaty zebrane, ani na proces ich przetwarzania.

Nie zostala naruszona prywatno$¢ informacyjna, poniewaz kandydat udostgpnit
dane dotyczace swojej historii zawodowej, ktdre sa wykorzystywane zgodnie z zasadami
informowania o przetwarzaniu danych. Nie zostata tez naruszona prywatnos¢ dostep-
no$ci. W tym przypadku problematyczne jest to, ze decyzja zapadta automatycznie, na
podstawie kryteriéw, na ktére kandydat nie miat wptywu i nie miat petnej $wiadomosci,
ze takie parametry s3 stosowane i mogg go dyskwalifikowac.

Naruszenie wylacznie prywatnosci dostepnosci

Przyktad naruszenia prywatnosci dostgpnosci, bez naruszenia prywatnosci informacyjnej
i decyzyjnej, moze dotyczy¢ sytuacji, w kt6rej pracownik jest monitorowany przez firme
pod katem swojej aktywnosci online, np. $ledzenie czasu spedzanego na stronach inter-
netowych, bez wyraznej zgody. Jednak firma nie wykorzystuje tych danych do podej-
mowania decyzji o pracy, co oznacza, ze nie ma naruszenia prywatnosci informacyjnej,
ani tez decyzyjnej. W tym przypadku chociaz nie zbiera si¢ danych osobowych ani nie
podejmuje decyzji na ich podstawie, fakt, ze pracownik nie jest $wiadomy monitoro-
wania swojej aktywnosci, stanowi naruszenie jego prawa do prywatnosci dostgpnosci.

Naruszenie prywatnos$ci informacyjnej i dostepnosci

Jesli system monitoruje aktywno$¢ kandydata w mediach spotecznosciowych bez jego
zgody, ingerujac w wirtualna przestrzen prywatna, to mamy do czynienia z naruszeniem
zaréwno prywatnosci informacyjnej, jak i dostgpu. Przykladem moze by¢ sytuacja,
w ktérej dane sg zbierane bez zgody kandydata i wykorzystywane w procesie rekrutacji.
Jednak w tym przypadku kandydat wciaz ma kontrole nad decyzjami dotyczacymi
swojej kariery (prywatno$¢ decyzyjna).

Naruszenie prywatnosci informacyjnej i decyzyjnej

Przyktadem naruszenia jednoczesnie prywatnosci informacyjnej i dostgpnosci moze by¢
sytuacja, w ktorej pracodawca monitoruje aktywnos$¢ kandydatéw w mediach spotecz-
no$ciowych i wykorzystuje te informacje w rekrutacji, nie informujac ich o tym fakcie.
Kandydat nie zostat poinformowany, ze gromadzone i analizowane sa dane z mediéw
spolecznosciowych w kontekscie procesu rekrutacyjnego. Nie ma réwniez mozliwosci
kontrolowania, jakie informacje sa wykorzystywane i w jaki sposéb wplywaja na oceng
jego kandydatury (naruszenie prywatnosci informacyjnej).

Pracodawca ingeruje w przestrzen wirtualng kandydata, zbierajac dane o jego aktyw-
nosci bez jego wiedzy i zgody. Jest to naruszenie prywatnosci dostgpnosci, poniewaz
kandydat nie ma $wiadomosci, ze jego profil jest monitorowany, ani nie moze ogra-
niczy¢ dostepu do swoich tresci w kontekscie rekrutacji. Nie mamy tu do czynienia
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z naruszeniem prywatnosci decyzyjnej, poniewaz kandydat nadal ma mozliwos¢ podej-
mowania decyzji dotyczacych swojej kariery, a system nie automatyzuje catkowicie
procesu selekeji kandydatéw.

Naruszenie prywatnos$ci decyzyjnej i dostgpnosci

Przyktadem naruszenia jednoczesnie prywatnosci decyzyjnej i dostgpnosci moze by¢
sytuacja, w ktérej firma rekrutacyjna stosuje algorytm automatycznie odrzucajacy
kandydatéw na podstawie okreslonych kryteriéw, jednoczesnie uniemozliwiajac im
dostep do procesu oceny i decyzji.

Kandydat nie ma wplywu na decyzjg rekrutacyjna, poniewaz algorytm automatycz-
nie odrzuca jego aplikacj¢ na podstawie wezesniej zdefiniowanych regul, np. miejsca
zamieszkania lub historii zatrudnienia. Nie ma réwniez mozliwo$ci zakwestionowania
tej decyzji ani uzyskania wyjasnienia, dlaczego jego aplikacja zostata odrzucona (naru-
szenie prywatnosci decyzyjnej).

Kandydat nie ma dost¢pu do petnych informacji na temat procesu rekrutacji — nie
wie, jakie kryteria s stosowane przez system oraz jakie czynniki mialy wptyw na decy-
zj¢. Moze si¢ réwniez zdarzy¢, ze system nie pozwala mu na ponowne aplikowanie lub
ogranicza jego mozliwos¢ kontaktu z osoba rekrutujaca, co dodatkowo poglebia brak
przejrzystosei i kontroli nad wlasnym procesem rekrutacyjnym (naruszenie prywatnosci
dostepu).

Nie ma tu naruszenia prywatnosci informacyjnej, poniewaz system moze dziataé
na podstawie danych, keére kandydat sam udostgpnit w swoim CV lub formularzu
aplikacyjnym, bez dodatkowego gromadzenia informacji bez jego wiedzy.

Naruszenie wszystkich trzech rodzajéw prywatnosci

Centralna cz¢$¢ diagramu reprezentuje najbardziej problematyczne przypadki, gdy
prywatno$¢ jest naruszana jednoczesnie w wymiarze informacyjnym, dostgpu i decy-
zyjnym. Przykladem moze by¢ firma rekrutacyjna wykorzystujaca Al do analizy danych
kandydatéw na stanowisko specjalisty ds. marketingu cyfrowego. System ten zbiera
dane z réznych zrédel, takich jak CV, aktywnos$¢ w mediach spotecznosciowych, analiza
tresci blogdéw osobistych i obecno$¢ w sieci. Kandydaci nie sa w pelni $wiadomi zakresu
zbieranych informacji, a ich zgoda na przetwarzanie tych danych jest niejasna i trudna
do wycofania. System Al ocenia ich w oparciu o preferencje leksykograficzne, najpierw
analizujac doswiadczenie zawodowe w marketingu internetowym (poziom znajomosci
SEO, SEM, Google Analitics), a nast¢pnie w sytuacji, gdy kandydaci sg nierozréznialni,
bierze pod uwagg inne kryteria (obecno$¢ w mediach spotecznosciowych, akeywnosci
blogowe czy opinie na temat ich dziatalnosci zawodowej). Kandydaci nie majg pelnej
kontroli nad swoimi danymi, nie wiedza, jakie doktadnie informacje sa wykorzystywane
w procesie decyzyjnym, a system nie pozwala im na zakwestionowanie wynikéw.
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W tym przypadku naruszenie prywatnosci dotyczy trzech wymiaréw:

®* prywatnosci informacyjnej — kandydat nie jest $wiadomy, jakie dane sg zbierane
ani jak s wykorzystywane;

= prywatnosci dostepnosci (czyli kontrola nad tym, kto i w jakim zakresie ma
dostep do danych osobowych) — kandydat nie ma kontroli nad swoimi danymi
ani nie ma mozliwosci wycofania zgody na ich dalsze przetwarzanie;

= prywatnosci decyzyjnej — decyzja o zatrudnieniu podejmowana jest przez system
Al a kandydat nie ma mozliwosci jej zakwestionowania.

Hybrydowa prywatno$¢ to koncepcja dynamiczna, ktéra ewoluuje w odpowiedzi
na rozwdj technologii oraz zmiany w regulacjach prawnych. W kontekscie rekrutacji
opartych na Al, wymaga elastycznego podejécia, ktére uwzglednia specyfike zasto-
sowania technologii oraz rézne regulacje prawne. Koncepcja ta obejmuje podejscie
holistyczne, ktdre chroni prywatnos¢ kandydatéw w réznych wymiarach, jednoczesnie
uwzgledniajac wplyw technologii na rynek pracy i spoteczenistwo.

Jednym z rozwiazai moze by¢ wielopoziomowy model ochrony prywatnosci, w kté-
rym poszczeg6lne wymiary prywatnosci sa chronione w réznym stopniu, zaleznie od
specyfiki procesu rekrutacyjnego. Przykladowo moze to obejmowac $cislejsza kontrolg
nad sposobem zbierania i przetwarzania danych (wymiar informacyjny), transparentnos¢
algorytméw (wymiar decyzyjny) oraz mechanizmy umozliwiajace kandydatom dostgp
do informacji o kryteriach rekrutacyjnych oraz ograniczenie nadzoru nad aktywnoscia
kandydatéw (wymiar dostgpnosci).

Dostosowanie ochrony prywatnosci do kontekstu zastosowania Al w rekrutacji
powinno opiera¢ si¢ na elastycznych i adaptacyjnych regulacjach, ktére odpowiadaja
za zmieniajace si¢ zagrozenia zwiazane z wykorzystaniem tych technologii.

Dynamiczna réwnowaga w regulacjach ochrony prywatnosci

Dynamiczna réwnowaga w regulacji ochrony prywatnosci jest kluczowa dla opracowa-
nia systemu, ktéry réwnoczesnie chroni prawa jednostki i umozliwia innowacje tech-
nologiczne”. Dazenie do kompromisu migdzy sztywnymi a elastycznymi regulacjami
pozwala na zachowanie zaréwno ochrony prywatnosci, jak i elastycznosci w odpowiedzi
na zmiany technologiczne. Tradycyjne podejscie, mimo ze gwarantuje Sciste normy
ochrony danych, moze okazal si¢ niewystarczajace w obliczu szybko rozwijajacych
si¢ technologii, w tym Al. Z drugiej strony elastyczne regulacje umozliwiaja szybsza

79 J. Wieczorkowski, Big Data a prywatnos¢. Naruszenie prywatnosci w swiecie wirtualnym — wyniki

badan, ,Roczniki Kolegium Analiz Ekonomicznych” 2017, nr 45, s. 33—43, https://rocznikikae.
sgh.waw.pl/p/roczniki_kae_z45_02.pdf [dostgp:16.11.2025].
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adaptacj¢ do nowych wyzwan, ale mogg prowadzi¢ do niepewnosci w interpretacji, co
z kolei stwarza ryzyko naduzy¢.

Pojecie ,hybrydowej prywatnosci” podkresla koniecznos¢ uwzglednienia wzajemnego
przenikania réznych wymiaréw ochrony prywatnosci, takich jak bezpieczeristwo danych,
kontrola nad informacjami osobistymi oraz ich wykorzystywanie w kontekscie nowych
technologii. Regulacje dotyczace prywatnosci musza by¢ nie tylko elastyczne, ale réwniez
adaptacyjne, by mogly odpowiada¢ na zmieniajace si¢ wymagania technologiczne i spo-
leczne. Wazne jest, aby przepisy oparte byly na ogélnych zasadach, ktére umozliwiaja
dostosowywanie ich do nowych wyzwan, takich jak wykorzystanie Al w rekrutacji®®.

Jednym z obszaréw, ktdry nie jest jeszcze dostatecznie uregulowany, sa neuro-
dane — informacje pozyskiwane z aktywnosci mézgu, kedre moga zawieraé wrazliwe
dane dotyczace proceséw myslowych i emocji jednostki. Obecne regulacje, takie jak
RODO czy Al Act, nie odnoszg si¢ wprost do neurodanych, co moze prowadzi¢ do luk
w ochronie prywatnosci w kontekscie rozwoju neurotechnologii. Tu pojawia si¢ nowe
zagrozenie — mozliwo$¢ odczytywania i interpretowania mysli oraz stanéw psychicznych.
Nieautoryzowane wykorzystanie neurodanych mogtoby prowadzi¢ do wykluczania
kandydatéw na podstawie niejawnych cech psychicznych, co budzi powazne watpli-
wosci etyczne. Wprowadzenie odpowiednich mechanizméw prawnych jest niezbedne,
aby zapobiega¢ potencjalnym naduzyciom, zwigzanym z analiza i wykorzystywaniem
tego typu danych®!. Podobnie nieuregulowanym zagrozeniem jest kradziez tozsamosci.
Nowoczesne systemy Al moga zbiera¢ i analizowa¢ dane kandydatéw na podstawie
ich cyfrowych $ladéw, co stwarza ryzyko wykorzystania falszywych lub skradzionych
tozsamosci do manipulowania procesem selekeji. Brak jednoznacznych regulacji doty-
czacych weryfikacji tozsamosci w zautomatyzowanych procesach rekrutacyjnych, moze
prowadzi¢ do sytuacji, w ktérych firmy podejmuja decyzje rekrutacyjne na podstawie
sfalszowanych danych, a kandydaci traca kontrole nad sposobem, w jaki ich dane sa
wykorzystywane®?. To kolejny przyktad na to, dlaczego dynamiczna i adaptacyjna
regulacja ochrony prywatnosci jest konieczna.

Aby zobrazowa¢ réznice migdzy podejéciem sztywnym a elastycznym w regulacjach
ochrony prywatnosci, tabela 4 prezentuje kluczowe kryteria, ktére odzwierciedlaja,
jak oba podejscia réznia si¢ w praktyce, zwlaszcza w kontekscie ochrony prywatnosci
i technologii zmieniajacych si¢ w szybkim tempie.

80 Tbidem.

81 L. Stocka, Aktualnos¢ unijnego system ochrony danych osobowych w swietle przetwarzania neuwroda-

nych, ,Przegad prawa medycznego” 2021, nr 3(4), s. 79-97; A.S. Jwa, R.A. Poldrack, Adressing
Privacy Risk in neuroscience data: from data protection to harm prevention, ,Journal of Law & the
Bioscience” 2022, nr 9(2); European Data Protection Supervisor (EDPS), TechDispatch —
Neurodata, 3 czerwca 2024, s. 1-8.

R. Calo, The boundaries of privacy harm..., op. cit.
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Tabela 4.

Sztywne vs. elastyczne podejécie do regulacji prawnych

Kryterium Sztywne regulacje Elastyczne regulacje

Dynamiczna, dostosowana do

Definicja prywatnosci Jednoznaczna, zamknieta
inicja pryw i Zhaczna, zamknie kontekstu

) . Powolne, wymaga czestych nowelizacji | Oparte na zasadach ogdlnych,
Dostosowanie do technologii ymaga czesty ) P gomny

prawa bardziej elastyczne
Interpretacja Litera.lné, zalezna od istniejgcych Kontekstowa, uw;gledniajaca
przepisow aktualne wyzwania
Moze bvé ni ) } L h .
Skutki dla prywatnosci olze byc n\ewygtarczajace w szybko epszg og rgna przed nowymi
zmieniajacych sie warunkach zagrozeniami
Zastosowanie w rekrutacji A Ogram?zone do $cisle okreslonych pwzgledma nowe technolpgle
sytuacji i sposoby wykorzystywania Al

Zrédlo: opracowanie whasne.

Optymalne podejscie taczy oba modele, uwzgledniajac:

* podstawowe zasady ochrony prywatnosci, tj. elastyczne fundamenty, np. prawo
do wyjasnienia decyzji Al, minimalizacja zbieranych danych, ograniczenia
stosowania Al do niezbednych celéw, aby zapewni¢ ochrong prywatnosci juz
na etapie projektowania systemdw (privacy by design);

» szczegélowe wytyczne dla konkretnych zastosowan, np. precyzyjne regulacje
dotyczace Al w rekrutacji, w tym normy dla automatycznego przetwarzania
danych osobowych, zasady transparentnosci proceséw selekeyjnych oraz mecha-
nizmy monitorowania i audytu algorytméw w celu wezesnego wykrywania
i eliminowania ewentualnych uprzedzen;

* dostosowanie regulacji do dynamicznego rozwoju technologii, tj. opracowanie
elastycznych mechanizméw, ktére pozwalajg na biezaco reagowaé na zmiany
w sposobach wykorzystywania Al w rekrutacji, uwzgledniajac potencjalne
zagrozenia zwiazane z niezamierzonymi skutkami ubocznymi;

* wspdlprace migdzy ustawodawcami, firmami i organizacjami badawczymi
w celu zapewnienia, ze zaréwno przepisy, jak i implementacja technologii beda
rozwijaly si¢ réwnolegle, przy uwzglednieniu opinii wszystkich interesariuszy,
a takze przeprowadzanie regularnych audytéw zewngtrznych w celu oceny
wplywu technologii na prywatno$¢ i rtéwnos¢ szans w procesie rekrutacyjnym.

Obecnie wigkszo$¢ regulacji, takich jak Rozporzadzenie o Ochronie Danych
Osobowych (RODO w UE), koncentruje si¢ na ochronie prywatnosci informacyjnej,
czyli zabezpieczeniu danych osobowych kandydatéw. RODO okresla zasady zgody na
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przetwarzanie danych, prawa dostgpu do informacji oraz mechanizmy ochrony przed
ich niewlasciwym wykorzystaniem (Rozporzadzenie Parlamentu Europejskiego i Rady
[UE] 2016/679). Jednak prywatno$¢ to pojecie szersze. Al Act idzie dalej, regulujac takze
przejrzystos¢ i odpowiedzialnos¢ systeméw Al Naktada na firmy obowiazek projekto-
wania systeméw w spos6b minimalizujacy ryzyko bledéw i uprzedzen oraz zapewniajacy
przejrzystos¢ dla kandydatéw®3. Al Act jest propozycja regulacji, a jego implementacja
w réznych krajach cztonkowskich UE moze wymaga¢ dalszych dostosowari. Cho¢ RODO
zapewnia solidne ramy ochrony danych osobowych, Al Act stawia dodatkowe wymagania
dotyczace przejrzystosci proceséw Al, co ma kluczowe znaczenie w kontekscie rekrutacji.

Al Act koncentruje si¢ gtéwnie na ochronie prywatnosci informacyjnej, ale cze¢-
$ciowo odnosi si¢ takze do prywatnosci decyzyjnej. W zakresie prywatnosci infor-
macyjnej reguluje przetwarzanie danych osobowych w systemach Al, szczegdlnie
w kontekscie systeméw wysokiego ryzyka. Odwotuje si¢ do zasad RODO, wymagajac
minimalizacji danych, transparentnosci oraz zapewnienia mechanizméw kontrolnych
nad danymi uzytkownikéw. W zakresie prywatnosci dostepu, cho¢ to nie jest gtéwnym
celem Al Act, to posrednio wplywa na ten wymiar, wymagajac np. systeméw nadzoru
nad dziataniami Al oraz okreslajac, kto moze mie¢ dostep do danych i w jaki sposéb
powinny by¢ zabezpieczone®. W zakresie prywatnosci decyzyjnej Al Act wprowadza
pewne mechanizmy ochrony autonomii, szczeg6lnie w kontekscie systeméw wysokiego
ryzyka, jak rekrutacja. Wymaga ludzkiego nadzoru nad decyzjami Al, zakazu stosowania
niektérych form manipulagji i dyskryminacji systeméw Al, ktére moglyby wplywaé
na decyzje uzytkownikéw, np. zakaz manipulacyjnych interfejsow ,dark patterns’®>.
Granice ingerencji w prywatno$é kandydatéw

Problemy regulacyjne wplywaja na ksztattowanie standardéw etycznych w organiza-
cjach. Gdy prawo nie nadaza za postgpem technologicznym, normy etyczne stajq si¢
kluczowym mechanizmem ochrony jednostek. Firmy, szczegé6lnie te wykorzystujace Al
w rekrutacji, powinny wdraza¢ wewngtrzne regulacje obejmujace:
" przejrzysto$¢ algorytméw — zapewnienie kandydatom dostgpu do informacji
na temat sposobu dziatania systeméw Al;
= sprawiedliwo$¢ w podejmowaniu decyzji — eliminowanie uprzedzen i dyskry-
minacji w procesie selekeji;
= zapewnienie uzytkownikom kontroli nad danymi — umozliwienie kandydatom
decydowania o zakresie i sposobie wykorzystywania ich danych®®.

83 Komisja Europejska, Proposal for a regulation..., op. cit.

84 Ibidem.
85 R Calo, The boundaries of privacy harm..., op. cit., s. 1131-1162.

86 L. Floridi, B. Mittelstadt, P. Allo, The ethics of artificial intelligence: A primer, The Cambridge
Handbook of Artificial Intelligence, Cambridge University Press, Cambridge 2019, s. 33-50.
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Brak zgodnosci standardéw z regulacjami migdzynarodowymi rodzi jednak ryzyko
ich arbitralnego stosowania i nieréwnego traktowania kandydatéw®”.

Ponizej zaprezentowano oceng ingerencji w prywatno$¢ w procesach rekrutacyjnych
opartych na Al. Sztuczna inteligencja w rekrutacji obejmuje rézne metody selekgji
kandydatéw, takie jak analiza CV, testy kompetencyjne, wideorozmowy czy analiza
aktywnosci online. Kazda z nich rézni si¢ pod wzgledem przejrzystosci, sprawiedliwosci
i ryzyka dyskryminacji, co jest przedmiotem analiz badaczy, organizacji i ustawodawcéw.

Kontrola odnosi si¢ do mozliwosci zarzadzania wlasnymi danymi — im mniejsza
kontrola, tym wigksze ryzyko naruszenia prywatnosci, zwlaszcza gdy kandydaci nie maja
wplywu na sposéb przetwarzania informacji. Ryzyko dyskryminacji wynika z bledéw
algorytméw, ktére moga nieswiadomie faworyzowaé okreslone grupy, np. w meto-
dach takich jak analiza aktywnosci online, social media screening czy wideorozmowy.
Przejrzysto$¢ oznacza poziom wiedzy kandydata o sposobie wykorzystywania jego
danych — im bardziej niejawny proces, tym wyzsze ryzyko naruszenia prywatnosci.

Stopien ingerencji w prywatno$¢ oceniono w skali od 0 do 10, gdzie 0 oznacza brak
naruszenia prywatnosci, a 10 — najwigkszy mozliwy stopiert naruszenia prywatnosci.
Skala ta obejmuje trzy wymiary: kontroli, dyskryminacji i przejrzystosci.

Tabela 5.
Ocena stopnia naruszenia prywatnosci w procesach
rekrutacyjnych w zaleznosci od metody selekeji

Kontrola nad danymi | Dyskryminacja Przejrzystosé Srednia wazonaA
Metoda ryzyka naruszenia
(0-10) (0-10) (0-10) "
prywatnosci
Analiza CV 7 6 8 4.8
Testy kompetencyjne | 8 5 7 4,2
W|d§orozmowy 3 9 4 74
analizowane przez Al
Anaﬁza aktywnosci 9 g 9 72
online
Profilowanie Al 4 7 3 6,2
Social Med|a A 8 3 6.4
Screening

Zrédlo: opracowanie whasne na podstawie wymogéw prawnych i oczekiwan spotecznych.

87 B. Mittelstadt, L. Floridi, The ethics of big data: Current and foreseeable issues in biomedical context,
»Science and Engineering Ethics” 2016, nr 22(2), s. 303-341.
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Do wymiaréw kontroli i przejrzystoséci zastosowano odwrotna skale (tzn. 10 minus
warto$¢ w danym wymiarze), podczas gdy dla dyskryminacji skala pozostata niezmie-
niona. Na tej podstawie obliczono taczna oceng ryzyka naruszenia prywatnosci dla
kazdej metody, korzystajac ze wzoru na $rednig wazona;:

Srednia wazona = (Kontrola x 0,4) + (Dyskryminacja x 0,4) + (Przejrzysto$¢ x 0,2)

Waga kontroli (0,4) i dyskryminacji (0,4) zostata przyznana na podstawie ich
kluczowego wplywu na prywatnos¢, szczegdlnie w kontekscie potencjalnych skutkéw
spolecznych. Waga przejrzystosci (0,2) jest mniejsza, poniewaz cho¢ pomaga w zrozu-
mieniu procesu, ma mniejszy bezposredni wplyw na prywatno$¢. Wykres 3 przedstawia
oceng tych trzech aspektéw w réznych metodach rekrutacyjnych opartych na Al

Wykres 3.
Metody selekgji a prywatno$é kandydatéw do pracy

Ocena ingerencji w prywatnos¢ w procesach rekrutacyjnych opartych na Al
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Metoda selekcji

Zrédlo: opracowanie whasne na podstawie wymogéw prawnych i oczekiwari spotecznych.

Wykres 3 prezentuje poziom ingerencji metod selekcyjnych w prywatnos¢
kandydatéw uwzgledniajac trzy wymiary: kontrol¢ danych, ryzyko dyskryminacji
i przejrzysto$¢. Zaznaczone punkty reprezentujace Srednia wazong dla kazdej z metod
(czarne kropki), pokazuja ogélne ryzyko naruszenia prywatnosci, z uwzglednieniem
wag. Metody takie jak analiza aktywnosci online i social media screening otrzymuja
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najnizsze oceny w kategorii kontroli i przejrzystosci, ale wysokie oceny w dyskrymi-

nacji, co skutkuje wyzszym ryzykiem naruszenia prywatnosci. Z kolei analiza CV

i testy kompetencyjne osiagaja lepsze wyniki w przejrzystosci i kontroli, przez co sa

mniej inwazyjne.

Ponizej przedstawiono interpretacj¢ metod selekcyjnych opartych na Al, pokazujac,

jak rézne technologie wplywaja na prywatnos¢, przejrzysto$¢ proceséw oraz sprawie-

dliwo$¢ decyzji:

1.

Analiza CV — przejrzysta metoda, zwlaszcza gdy algorytmy klasyfikacji sa
odpowiednio udokumentowane. Kandydat ma kontrol¢ nad tym, co zawiera
w CV, ale pewne dane, jak pte¢, wick czy miejsce zamieszkania mogg nieswia-
domie wplywa¢ na decyzje (7). Istnieje ryzyko dyskryminacji, zwlaszcza, gdy
Al bazuje na danych obciazonych uprzedzeniami (7). CV to jedna z najbar-
dziej przejrzystych metod (8).

Testy kompetencyjne — charakteryzuja si¢ wysoka sprawiedliwoscia i przej-
rzystoscia (8), zwlaszcza jesli sg standaryzowane. Kandydat ma petna kontrole
nad wynikami testéw, ale moga wystapi¢ réznice w szansach w zaleznosci od
poziomu edukacji (5). Kandydat zwykle wie, ze jest testowany, ale moze nie
znaé wplywu wynikéw na proces rekrutacji (7).

Wideorozmowy analizowane przez Al — niski poziom przejrzystosci i wyso-
kie ryzyko dyskryminacji, poniewaz systemy moga ocenia¢ kandydatéw
na podstawie cech niezwiazanych z kompetencjami, takich jak sposéb
moéwienia czy mimika. Kandydat ma minimalng kontrol¢ nad tymi danymi
(3), a analiza emocji, tonu glosu czy mimiki moze prowadzi¢ do btednych
interpretacji, zaleznych od kultury, wieku czy pici (9). Kandydaci nie
zawsze wiedza, w jaki sposéb Al analizuje ich rozmowy. Proces ten jest
mato przejrzysty (4).

Analiza aktywnosci online — najtrudniejsza metoda, realizowana czgsto bez
zgody kandydata. Niski poziom przejrzystosci, sprawiedliwosci oraz wysoka
dyskryminacja i naruszenie prywatnosci. Kandydat nie ma praktycznie kon-
troli nad tym, co jest zbierane z jego aktywnosci online (2), a oceny moga
faworyzowac okreslone grupy (8). Proces jest malo przejrzysty (2).
Profilowanie Al — analiza wzorcéw zachowan i preferencji kandydata
z réznych zrédet danych. Moze by¢ uzyteczne w ocenie dopasowania
do kultury organizacyjnej, ale wiaze si¢ z ryzykiem blednej interpretacji
danych, niska przejrzystoscia i nieswiadoma dyskryminacja. Kandydat
ma ograniczong kontrol¢ nad tym, jakie dane sa wykorzystywane (4),
a proces jest trudny do zrozumienia (3). Duze ryzyko dyskryminacji (7),
poniewaz Al moze ocenia¢ na podstawie cech, ktére nie s3 bezposrednio
zwiazane z rekrutacja.
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6. Social media screening — analiza aktywnosci w mediach spotecznosciowych,
ktéra ma ujawnia¢ zachowania, opinie i wartoéci kandydata, ale wiaze si¢
z ryzykiem naruszenia prywatnosci oraz subiektywna oceng tresci, co moze
prowadzi¢ do niesprawiedliwego traktowania. Kandydat ma cz¢sciowa kon-
trol¢ nad swoimi danymi (4), ale moze nie zdawac sobie sprawy z konsekwen-
¢ji udostepniania ich. Oceny moga by¢ obarczone ryzykiem dyskryminacji (8),
a proces jest mato przejrzysty (3).

Wszystkie te metody réznia si¢ pod wzgledem poziomu przejrzystosci, sprawiedli-
wosci i ryzyka dyskryminacji oraz potencjalnego naruszenia prywatnosci, co podkresla
konieczno$¢ wprowadzenia odpowiednich regulacji i standardéw etycznych w rekrutacji
opartej na Al. Niezbedne sa audyty algorytméw, aby zminimalizowaé ryzyko dyskry-
minacji i zapewni¢ etyczne wykorzystanie Al w procesach rekrutagji.

Wieczorkowski w swojej pracy Big data a prywatnosé. Naruszenie prywatnosci
w Swiecie wirtualnym — wyniki badan zwraca uwage na ogromna role technologii Big
Data w naruszeniu prywatnosci uzytkownikéw. Gromadzenie i analiza gigantycznych
zbioréw danych uzytkownikéw, szczegélnie w kontekscie rekrutacji i selekeji, stwarzaja
zagrozenia zwiazane z brakiem pelnej kontroli nad danymi osobowymi. Wskazuje na
ryzyko manipulacji wynikami analiz oraz potencjalne btedy w interpretacji danych
osobowych, ktdre moga skutkowa¢ naruszeniem prywatnosci kandydatéw i prowadzi¢
do dyskryminacji. Technologie oparte na Big Data mogg takze prowadzi¢ do nieauto-
ryzowanego gromadzenia informacji, ktére w tradycyjnych procesach rekrutacyjnych
bytyby uznane za nieistotne®®.

Aby lepiej zrozumied stopient ingerencji poszczegdlnych technologii w prywat-
no$¢ kandydatéw, ponizej przedstawiono macierz cieplna. Ilustruje ona, ktére metody
rekrutacyjne niosa ze sobg najwigksze ryzyko w zakresie automatyzacji decyzji, zakresu
zbieranych danych oraz mozliwosci korekty. Im intensywniejsze zaznaczenie na macie-
rzy, tym wigksza ingerencja w prywatno$¢ kandydata.

88 P Wieczorkowski, Big Data a prywatnosc.. ., op. cit.
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Tabela 5.
Macierz ryzyka naruszenia prywatnosci w zaleznosci od technologii rekrutacyjnych

odpowiednich regulacji)

Technologie/Standardy Zg?dnogc z regulacjami Ryzyko na’ru-szema e
etyczne unijnymi prywatnosci
Wézztk;ge;:e s Zwiekszenie kontroli
) A P ¢ . 2 L Wysokie (ryzyko uzytkownika nad
Analiza zachowan online | zasady przejrzystosci S . . o
S ; inwigilacji) danymi, przejrzystosc¢
i Swiadomej zgody Aldorvimow
uzytkownikéw) gory
Srednia (potrzebne s3 ) Wprowadzenie wysokich
. ; Wysokie . )
) szczegbtowe regulacje X . ) standardéw w zakresie
Analiza tonu gtosu ) ) (niezdefiniowane granice .
w zakresie przetwarzania rywatnosci) przetwarzania danych
danych dZwiekowych) pry audio
) . Koniecznos¢
- N|ska((zbyt ogaine Wysokie (ryzyko szczegotowych regulacji
Ocena cech osobowosci przepisy, brak ) -
manipulacji) dotyczacych oceny cech

osobowosci

Przejrzystosc
algorytmow

Wysoka (zwykle
zgodnosc¢ z RODO,
wymaga audytu
algorytméw)

Niskie (przejrzystosé
pomaga w zarzadzaniu
prywatnoscig)

Zwiekszenie wymagan
dotyczacych audytow
algorytméw w firmach

Sprawiedliwosé
w podejmowaniu decyzji

Wysoka (powinna byé
zgodna z zasadami
RODO, jesli dotyczy
danych osobowych)

Niskie (sprawiedliwo$¢
zmniejsza ryzyko
naduzyg)

Implementacja
procedur weryfikujacych
sprawiedliwos¢
procesow decyzyjnych

Kontrola uzytkownikdw
nad danymi

Wysoka (zgodnos¢
z RODO w zakresie prawa
do usuniecia danych)

Niskie (zapewnienie
kontroli chroni
prywatnosc)

Wzmocnienie
mechanizméw
zapewniajacych kontrole
nad danymi przez
uzytkownikow

Zrédlo: opracowanie whasne.

Opis poszczegélnych kategorii:

1. Technologie/standardy etyczne przedstawiajg konkretne technologie, ktdre

moga ingerowaé¢ w prywatno$¢ uzytkownikéw (np. analiza tonu glosu,

zachowan online, ocena osobowosci) oraz standardy etyczne, ktére firmy

moga implementowad, aby zapewni¢ zgodno$¢ z regulacjami. Zgodnos¢

z regulacjami unijnymi to ocena, jak dane technologie i standardy etyczne

wpisuja si¢ w obowiazujace regulacje, takie jak RODO, ktére naktadaja obo-

wiazki na firmy zwigzane z ochrong danych osobowych. Wysoka zgodnosé¢



Wyzwania zwiqzane z zastosowaniem sztucznej inteligencji w rekrutacji a ochrona prywatnosci 139

oznacza, ze dane rozwiazanie jest dobrze dostosowane do przepiséw praw-
nych UE.

2. Ryzyko naruszenia prywatnosci okresla, jakie ryzyko niesie dana technologia
w kontekscie prywatnosci uzytkownikéw. Na przyktad analiza cech osobo-
wosci moze prowadzi¢ do naruszenia prywatnosci, jezeli firma zbiera dane
bez pelnej zgody osoby lub nie zachowuje petnej przejrzystosci co do sposobu
wykorzystywania tych danych.

3. Rekomendacje to propozycje dziatan, ktére firmy moga podja¢ w celu
minimalizacji ryzyk zwiazanych z danym rozwiazaniem, jak np. zwickszenie
kontroli nad danymi przez uzytkownikéw czy wprowadzenie szczegdtowych
audytéw algorytmoéw.

Pracodawcy daza do maksymalizacji efektywnosci rekrutacji i redukeji ryzyka bled-
nych decyzji, co czgsto prowadzi do stosowania zaawansowanych narzedzi analitycznych,
takich jak profilowanie Al czy analiza aktywnosci online. Z kolei kandydaci maja prawo
do ochrony swoich danych i prywatnosci, szczeg6lnie gdy technologie wykorzystywane
do oceny wykraczaja poza tradycyjne kryteria kompetencji zawodowych.

To napigcie prowadzi do fundamentalnego konfliktu mi¢dzy prawem do prywat-
nosci jednostki a prawem pracodawcy do informacji o kandydacie. Al w rekrutagji
analizuje nie tylko kwalifikacje i doswiadczenie, ale takze aspekty osobowosciowe czy
zachowania w sieci, co rodzi pytania o granice dopuszczalnej ingerencji.

Al w rekrutacji analizuje nie tylko formalne kompetencje kandydatéw, ale takze
ich aktywnos¢ online, sposéb komunikacji oraz cechy osobowosci®®. Oznacza to, ze
pracodawcy moga ingerowaé w zycie prywatne kandydatéw w sposéb znacznie szerszy
niz dotychczas. Cho¢ ochrona intereséw przedsigbiorstwa jest uzasadniona, nadmierna
inwigilacja moze prowadzi¢ do naruszend prawa do prywatnosci oraz negatywnych
konsekwencji spotecznych. Wachter i Mittelstadt podkreslaja, ze etyka Al nie moze
ogranicza¢ si¢ jedynie do zgodnosci z prawem — powinna takze uwzglednia¢ kontekst
spoteczny, kulturowy oraz potencjalne skutki technologii dla jednostek i spoteczen-
stwa®. Autorzy wskazuja, ze wspélczesne systemy sztucznej inteligencji i analizy Big
Data generujg nieintuicyjne i nieweryfikowalne wnioski dotyczace zachowan, preferencji
czy cech osobistych jednostek, ktore czgsto pozostaja poza zasiggiem $wiadomej kontroli
os6b, ktérych dotycza. Takie wnioski moga by¢ wykorzystywane do podejmowania

89

M. Raghavan, S. Barocas, J. Kleinberg, Mitigating bias in algorz't/omic lﬂiring. Praceedz'ngs of
the 2020 CHI Conference on Human Factors in Computing Systems, 1-12, 2020, https://doi.
org/10.1145/3313831.3376313.

S. Wachter, B. Mittelstadt, A right to reasonable inferences: Re-thinking data protection law in the
Age of Big Data and Al, ,Columbia Business Law Review” 2019, nr 2, s. 494-620.
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decyzji majacych realne konsekwencje, np. w rekrutacji czy w marketingu, a jednocze-
$nie moga ingerowa¢ w prywatnos¢, reputacj¢ i autonomig jednostek.

W zwiazku z tym samo przestrzeganie przepiséw prawa ochrony danych nie wystar-
cza, poniewaz obecne regulacje, w tym RODO, nie zapewniaja petnej ochrony przed
skutkami wyciagania wnioskéw inferencyjnych. Wachter i Mittelstadt wskazuja, ze jed-
nostki majg ograniczong kontrolg nad tym, jak ich dane sa wykorzystywane do formu-
towania wnioskéw, a prawa takie, jak dostep do informacji, sprostowanie, sprzeciw czy
przenoszenie danych w praktyce czgsto nie obejmuje tego rodzaju inferencji. Oznacza
to, ze etyczne podejscie do Al musi wykracza¢ poza wymogi prawne i obejmowac takze
przejrzysto$¢ proceséw decyzyjnych, mozliwos¢ weryfikacji wnioskéw oraz mechanizmy
umozliwiajace kwestionowanie decyzji opartych na algorytmach.

W konsekwencji autorzy postuluja wprowadzenie nowego prawa ochrony danych —
»prawa do rozsagdnych wnioskowan”, ktére wymagatoby od administratoréw danych
uzasadnienia ex-ante dla kazdego wniosku wysokiego ryzyka, wskazujac, dlaczego
wnioski sa normatywnie dopuszczalne, relewantne dla danego celu przetwarzania
i oparte na wiarygodnych danych i metodach. Takie podejscie pozwalaloby nie tylko
na zwigkszenie przejrzystoéci i odpowiedzialnosci algorytmicznej, ale takie uwzgled-
niatoby spoleczne i etyczne konsekwencje technologii, czyniac Al narzedziem bardziej
sprawiedliwym i bezpiecznym dla jednostek i catych spotecznosci.

W zwiazku z tym Wachter i Mittelstadt®! wskazuja, ze etyczne podejscie do Al
powinno wykracza¢ poza wymogi prawne i uwzglednia¢ zaréwno wplyw technologii
na jednostki, jak i mechanizmy kontroli nad sposobem wykorzystywania danych oso-
bowych. To podejscie staje si¢ szczegélnie istotne w kontekscie rozwoju technologii
rekrutacyjnych, gdzie sztuczna inteligencja i cyfrowe boty umozliwiaja automatyza-
cj¢ procesdw, personalizacje doswiadczen kandydatéw czy przewidywanie wynikéw
zawodowych. Jednoczesnie takie rozwiazania wprowadzaja nowe wyzwania w zakresie
ochrony prywatnosci, poniewaz moga generowaé wnioski o charakterze inferencyj-
nym i nieweryfikowalnym, ktére wykraczajg poza dotychczasowe ramy regulacyjne’?.
Wykorzystywanie zaawansowanych narzedzi, takich jak analiza mikroekspresji, tonacji
glosu czy $ladéw cyfrowych kandydatéw podkresla, ze technologie te niosg ze soba
zaréwno ogromne mozliwosci, jak i istotne ryzyka zwiazane z ingerencja w prywatnosé
oraz potencjalng manipulacja danymi®?. Jednoczesnie takie technologie pozwalaja
na zbieranie danych w czasie rzeczywistym, co stwarza mozliwo$¢ nie tylko analizy
umiej¢tnosci i doswiadczenia, ale takze przewidywania stanu zdrowia psychicznego

91 Ibidem, s. 497—-502.
92 R. Calo, Robotics and the lessons of cyberlaw, ,California Law Review” 2015, nr 103(3), s. 513~
563, https://doi.org/10.15779/Z38P69X.

93 Ibidem; C. O’Neil, Weapons of math destruction..., op. cit.
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czy emocjonalnego kandydatéw®?. Tego rodzaju analizy moga prowadzi¢ do bardziej
precyzyjnego zrozumienia kandydatéw, ale takze stwarza¢ zagrozenie, ze rekruterzy
beda podejmowaé decyzje oparte na danych, ktére wykraczaja poza to, co jest dostgpne
w tradycyjnych formularzach aplikacyjnych.

Rozwdj neurodanych i technologii rozpoznawania twarzy, jak réwniez zaawan-
sowane techniki analizy mikroekspresji i tonu glosu, wchodza na coraz bardziej
powszechny poziom w procesach rekrutacyjnych. Dzigki tym technologiom rekruterzy
moga uzyska¢ glebszy wglad w emocje i intencje kandydatéw, co daje im mozliwos¢
lepszego dopasowania 0séb do okreslonych rél w organizacji. Niemniej jednak, takie
podejécie rodzi powazne pytania o granice prywatnosci. Jakie dane mogg by¢ wykorzy-
stywane w procesach selekgji? Jakie informacje sg wciaz uznawane za prywatne, a jakie
granice powinny by¢ postawione w zakresie analizy emocji, mikroekspresji i innych
aspektéw psychicznych kandydatow?>?

W kontekscie tych wyzwan dynamiczna réwnowaga staje si¢ kluczowa. Prywatnos¢
nie jest wartoscig stafa, lecz zmieniajaca si¢ w czasie i przestrzeni, w zaleznosci od
kontekstu spotecznego, technologicznego oraz regulacyjnego?®. Technologie zmieniaja
sposdb, w jaki postrzegamy granice prywatnosci, a procesy rekrutacyjne oparte na Al
pokazuja, jak tatwo te granice moga zosta¢ przesunicte w strong bardziej inwazyjnych
metod analizy i oceny. W zwiazku z tym konieczne jest, aby regulacje prawne, takie
jak RODO czy Al Act, byly elastyczne i dynamiczne, umozliwiajac dostosowanie do
nowych wyzwarl, ktdre staja si¢ nieuniknione w erze cyfrowej.

Najnowsze wyzwania zwiazane z rozwojem sztucznej inteligencji, analityki danych,
neurotechnologii oraz nowych technik rozpoznawania i przewidywania emocji w rekru-
tacji wymagaja dynamicznego dostosowywania regulacji prawnych, ktére uwzgledniaja
zmieniajace si¢ zagrozenia dla prywatnosci i indywidualnych wolnosci®”. Zwigkszona
obecno$¢ technologii rozpoznawania twarzy, analiza mikroekspresji, a takze przewidywa-
nie zdrowia psychicznego w kontekscie selekcji kandydatéw, otwiera droge do nowych
form inwigilacji, ktére moga wplyna¢ na wolnos¢ jednostki i sprawiedliwo$¢ proceséw
rekrutacyjnych. Wykorzystywanie technologii Al w rekrutacji niesie ze sobg ogromny
potengjal, ale wiaze si¢ takze z ryzykiem stworzenia systeméw, ktére moga nie tylko

94 V. Eubanks, Automating inequality: How high-tech tools profile, police, and punish the poor,
St. Martin’s Press, New York 2018.

95 S. Albrecht, M. Lauristin, V. Jourovd, 7he ethics of using Al in hiring processes, 2023, [Unpublished
manuscript/ Working paper], https://btu.edu.ge/wp-content/uploads/2023/03/The-Ethics-of-
-Using-Acrtificial-Intelligence-in-Hiring-Processes. pdf [dostep: 16.11.2025].

9 W.A. Parent, Privacy, Morality, and the Law, ,Philosophy and Public Affairs” 1983, nr 12(4),
s. 273.

S. Zuboft, The age of surveillance capitalism. .., op. cit.
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naruszaé prywatno$¢ kandydatéw, ale takze wprowadzaé niezamierzong stronniczo$é
czy dyskryminacj¢?®.

Z tego wzgledu przysztosé prywatnosci w kontekscie rekrutacji i technologii Al,
chmurowych oraz neurodanych wymaga elastycznego podejscia, ktére umozliwi ochrong
intereséw jednostki i sprawiedliwe traktowanie wszystkich kandydatéw, niezaleznie od
tego, jak zaawansowane narzedzia beda wykorzystywane w procesach selekeji®. Zamiast
tworzy¢ sztywne, ostre granice w regulacjach prawnych, powinny one opiera¢ si¢ na
og6lnych zasadach, ktére beda mogly si¢ elastycznie dostosowywaé do dynamicznie
zmieniajacego si¢ krajobrazu technologicznego w obszarze rekrutacji. Tufekei wskazuje,
ze w kontekscie analizy danych z mediéw spolecznosciowych, uzytkownicy czgsto
angazuja si¢ w prakeyki, takie jak subrweeting czy screen capruring, ktére maja na celu
ochrong ich prywatnosci lub unikanie negatywnej oceny!?. Praktyki te moga prowadzi¢
do blednych analiz i decyzji rekrutacyjnych podejmowanych przez algorytmy, poniewaz
ukrywaja rzeczywiste intencje uzytkownikéw lub zmieniajg sposdb ich postrzegania
przez systemy, co utrudnia doktadna interpretacj¢ danych. Takie dziatania maja wplyw
na wyniki analiz, poniewaz algorytmy mogg wyciaga¢ mylne wnioski, kt6re nie odzwier-
ciedlajg rzeczywistej sytuacji, co moze skutkowaé niesprawiedliwym traktowaniem
kandydatéw w procesach selekeji.

REKOMENDACJE PRAWNE | ETYCZNE DOTYCZACE
WYKORZYSTANIA Al W REKRUTACJI

Rekomendacje dla ustawodawcéw w zakresie ochrony prywatnosci
kandydatéw w procesach rekrutacyjnych wspieranych przez Al

Ogélna rekomendacja dotyczaca wprowadzenia regulacji prawnych dotyczacych
Al w rekrutagji

Ustawodawcy powinni opracowa¢ jasne i precyzyjne przepisy regulujace stosowanie
sztucznej inteligencji w rekrutacji, obejmujace kwestie przejrzystosci, odpowiedzialno-
$ci, ochrony prywatnosci oraz przeciwdziatania dyskryminacji. Regulacje te powinny
uwzgledniaé trzy wymiary ochrony prywatnosci: informacyjny, dostgpu oraz decyzyjny,
aby zapewni¢ kompleksowa ochrong oséb ubiegajacych si¢ o prace.

98 S.U. Noble, Algorithms of oppression: How search engines reinforce racism, NYU Press, New York
2018.

99 Z. Tufekci, Big data: Pitfalls and perils. Social Science Research Network, 2014, https://doi.
org/10.2139/ssrn.2410974.

100 Thidem.
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Uzasadnienie — zréwnowazone regulacje prawne beda zapewnialy, ze technologie
Al beda wykorzystywane w sposéb odpowiedzialny, zgodny z zasadami etyki oraz pra-
wami 0sob ubiegajacych si¢ o prace. Obecna ochrona danych osobowych (prywatnos¢
informacyjna) nie wystarcza, poniewaz Al w rekrutacji moze wptywaé na inne aspekty
prywatnodci, takie jak kontrola nad dostgpem do danych, transparentnos¢ decyzji
algorytmicznych czy mozliwos¢ wyrazania zgody. Ochrona prywatnosci w szerokim
ujeciu pozwala uniknaé niekontrolowanego wykorzystania danych, a takze zmniejsza
ryzyko dyskryminagji i nieréwnosci w procesach rekrutacyjnych.

Szczegétowe rekomendacje dotyczace ochrony prywatnosci kandydatéw w rekrutacji Al

Aby zapewni¢ pelng ochrong prywatnosci kandydatéw w procesach rekrutacyjnych
wspieranych przez sztuczng inteligencje, konieczne jest wprowadzenie regulacji doty-
czacych trzech gléwnych wymiaréw prywatnosci: informacyjnego, dostgpu oraz decy-
zyjnego. Te wymiary stanowia fundament dla ochrony danych osobowych kandydatéw,
jednocze$nie umozliwiajac odpowiednia kontrole nad procesami rekrutacyjnymi.

1. W zakresie prywatnosci informacyjnej

Rekomendacja — wprowadzenie regulacji zapewniajacych kandydatom petng kon-
trol¢ nad swoimi danymi osobowymi, m.in. nad tym, w jaki spos6b sa zbierane, prze-
chowywane, analizowane i wykorzystywane w procesach rekrutacyjnych. Kandydaci
powinni mie¢ mozliwo$¢ wycofania zgody na przetwarzanie ich danych w dowolnym
momencie.

Uzasadnienie — zgodnie z zasadami ochrony prywatnosci, kandydaci powinni mie¢
pelng kontrolg nad swoimi danymi osobowymi. Przepisy te sa zgodne z regulacjami
RODO, ale wymagaja dostosowania do specyfiki proceséw rekrutacyjnych, keore
z wykorzystaniem Al moga zbiera¢ dane w sposéb bardziej inwazyjny, w tym anali-
zowaé aktywno$¢ w Internecie, mediach spotecznosciowych czy wykorzystywa¢ cechy
biometryczne. Zapewnienie prawa do wycofania zgody i dostgpu do swoich danych
jest kluczowe dla utrzymania autonomii kandydatéw.

2. W zakresie prywatnosci dostgpnosci

Rekomendacja 1 — decyzje podejmowane przez algorytmy rekrutacyjne powinny
by¢ przejrzyste i zrozumiate dla kandydatéw. Powinna by¢ zapewniona mozliwos¢ uzy-
skania informacji na temat danych wykorzystanych przez algorytmy oraz metodologii,
na podstawie ktdrej zapadaja decyzje.

Uzasadnienie — transparentno$¢ w procesach decyzyjnych opartych na Al jest nie-
zbedna dla budowania zaufania do systemu rekrutacyjnego. Kandydaci powinni rozu-
mie¢, w jaki spos6b ich dane wplywaja na wynik rekrutacji, co pozwoli im podejmowac
$wiadome decyzje oraz zglasza¢ ewentualne zastrzezenia do procesu. Wprowadzenie
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takiej regulacji zwigkszy odpowiedzialno$¢ firm rekrutacyjnych i pomoze unikna¢
ukrytych form dyskryminagji lub nieuczciwych prakeyk.

Rekomendacja 2 — kandydaci powinni by¢ informowani o wszelkich formach
monitoringu, takich jak analiza wideo, biometria czy inne metody $ledzenia. Powinna
by¢ im takze zapewniona mozliwo$¢ wyrazenia zgody na stosowanie takich technologii
w procesach rekrutacyjnych.

Uzasadnienie — rekrutacja oparta na Al nie moze narusza¢ przestrzeni prywatnej
kandydatéw. Technologie takie jak biometria, analiza mikroekspresji czy sledzenie
aktywnosci fizycznej moga stanowi¢ powazne naruszenie prywatnosci, jesli nie sg sto-
sowane w spos6b zgodny z prawem i etyka. Wprowadzenie regulacji w tym zakresie
pozwoli na ochrong kandydatéw przed nieuzasadnionym nadzorem, ktéry moze wply-
waé na ich decyzje zawodowe oraz ogranicza¢ ich wolno$¢ wyboru.

3. W zakresie prywatnosci decyzyjnej

Rekomendacja 1 — kandydaci musza wyrazi¢ $wiadoma zgode¢ na przetwarzanie
ich danych, a takze mie¢ petng wiedzg, w jaki sposéb te dane beda wykorzystywane.
Zgoda powinna by¢ dobrowolna, jednoznaczna i mozliwa do wycofania w dowolnym
momencie.

Uzasadnienie — bez $wiadomej zgody na przetwarzanie danych osobowych, pro-
cesy rekrutacyjne moga by¢ uznane za nieetyczne lub niezgodne z obowiazujacymi
przepisami. Kandydaci powinni rozumie¢ skutki udzielenia zgody, a takze mie¢ petna
kontrol¢ nad tym, jak ich dane sg uzywane, w tym w kontekscie analizy predykeyjnej czy
systeméw rekomendacyjnych. Gwarancja prawa do wycofania zgody na kazdym etapie
procesu jest kluczowa, aby chroni¢ autonomie kandydatéw i ich prawa do prywatnosci.

Rekomendacja 2 — algorytmy wykorzystywane w procesie rekrutacyjnym powinny
zapewnia¢ kandydatom mozliwo$¢ kwestionowania decyzji algorytmicznych, co pozwoli
im na kontrolowanie wynikéw, ktére maja bezposredni wplyw na ich zycie zawodowe.
Proces rekrutacyjny powinien oferowaé mechanizmy zapewniajace réwnowagg i elimi-
nujace nieuzasadnione decyzje.

Uzasadnienie — zautomatyzowane procesy rekrutacyjne moga prowadzi¢ do sytuacji,
w ktérych kandydaci traca kontrolg nad swoimi $ciezkami kariery. Algorytmy oparte
na wezesniejszych danych moga zamkna¢ kandydatéw w ,,barice algorytmicznej”, suge-
rujac jedynie te $ciezki zawodowe, ktére byly wezesniej wybierane lub przewidywane
przez system. Wprowadzenie regulacji, ktére umozliwig kwestionowanie decyzji oraz
zapewnia rownowagg w traktowaniu kandydatéw, pozwala na ochrong ich autonomii
i zapobiega negatywnym konsekwencjom zwiazanym z automatyzowaniem rekrutacji.

Zgodnie z omawianymi wymiarami prywatnosci, kazdemu kandydatowi powinno
przystugiwaé prawo do petnej kontroli nad swoimi danymi osobowymi, przejrzystosci
w procesie decyzyjnym oraz petnej odpowiedzialnosci za wszelkie decyzje podejmowane
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przez algorytmy. Wprowadzenie odpowiednich regulacji w zakresie prywatnosci infor-
macyjnej, dostgpu oraz decyzyjnej (ekspresyjnej) jest niezbedne, aby procesy rekruta-
cyjne byly etyczne, sprawiedliwe i zgodne z prawami kandydatéw.

Chociaz trzy wymiary prywatnosci (informacyjny, dostgpu oraz ekspresyjny) obejmuja
kluczowe kwestie ochrony danych osobowych w kontekscie Al w rekrutacji, nie wyczerpuja
one wszystkich istotnych aspektéw zwiazanych z odpowiedzialnoscia i nadzorem nad
wykorzystywaniem tych technologii. Aspekty takie jak przejrzystos¢ algorytméw czy odpo-
wiedzialno$¢ za decyzje podejmowane przez Al sa zagadnieniami, ktére nalezy traktowaé
osobno, poniewaz wykraczaja poza zakres ochrony prywatnosci, a sa kluczowe dla zapew-
nienia sprawiedliwosci, odpowiedzialno$ci oraz réwnowagi w procesach rekrutacyjnych.

Dlatego konieczne jest wprowadzenie dodatkowych regulacji w tych obszarach:

1. Zwigkszenie wymogéw dotyczacych audytéw etycznych i przejrzystosci
algorytméw

Rekomendacja — wprowadzenie wymogu przeprowadzania regularnych audytéw
etycznych oraz publikacji wynikéw tych audytéw przez firmy uzywajace Al w rekruta-
cji. Algorytmy wykorzystywane w procesach rekrutacyjnych powinny by¢ przejrzyste
i dostgpne do oceny przez odpowiednie organy, a takze udostgpniane w sposéb zrozu-
mialy dla kandydatéw.

Uzasadnienie — regularne audyty etyczne pozwola na identyfikacje i eliminowanie
potencjalnych nieprawidtowosci, uprzedzeni oraz bledéw w dziataniu systeméw Al
Takie audyty przyczynia si¢ do zwigkszenia rownosci i sprawiedliwosci proceséw rekru-
tacyjnych, zapobiegajac dyskryminacji kandydatéw. Wymdg przejrzystosci algorytméw
i publikacja wynikéw audytéw pozwoli na zbudowanie zaufania do technologii Al
w rekrutacji, a takze umozliwi skuteczny nadzér nad ich dziataniem.

2. Zachowanie odpowiedzialnosci za decyzje podejmowane przez Al

Rekomendacja — wprowadzenie przepisu, ktéry okresli, ze firmy musza ponosi¢
petna odpowiedzialnos¢ za decyzje podejmowane przez Al w procesach rekrutacyjnych.
Ostateczna odpowiedzialno$¢ za wynik rekrutacji powinna leze¢ po stronie pracodawcy,
a nie algorytmu. Firmy powinny zapewni¢, ze decyzje podejmowane przez Al s3 zgodne
z obowigzujacymi przepisami prawa oraz zasadami etycznymi.

Uzasadnienie — tego rodzaju przepisy zapewnia, ze odpowiedzialno$¢ za decyzje
podejmowane w ramach proceséw rekrutacyjnych pozostaje w r¢kach ludzi, a nie
maszyn. Dzigki temu, jesli dojdzie do kontrowersyjnych lub nieuczciwych decyzji,
bedzie mozna pociagnaé do odpowiedzialnosci konkretne osoby, a nie system Al
Uregulowanie tej kwestii pomoze w budowaniu odpowiedzialnosci za wykorzystywa-
nie technologii Al i zapewni, ze bgda one stosowane w sposéb sprawiedliwy i zgodny
z prawami kandydatéw.
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Dwie ostatnie rekomendacje dotycza kwestii, ktdre nie s3 w pelni objete weze-
$niej omawianymi wymiarami ochrony prywatnosci, ale maja kluczowe znaczenie dla
odpowiedzialnego wykorzystania Al w rekrutacji. Zwigkszenie wymogéw dotyczacych
audytéw etycznych oraz wprowadzenie odpowiedzialnosci za decyzje podejmowane
przez algorytmy przyczyniajg si¢ do sprawiedliwosci i przejrzystosci proceséw rekruta-
cyjnych, a takze zwigkszaja zaufanie kandydatéw do technologii Al

Rekomendacije dla przedsiebiorstw w zakresie ochrony
prywatnosci i rozwijania kompetencji etycznych

Wdrazanie sztucznej inteligencji w procesach rekrutacji wymaga odpowiedzialnego
podejsécia i rozwijania kompetencji etycznych. Ponizsze rekomendacje pozwola firmom
zarzadza¢ Al w sposéb sprawiedliwy, transparentny oraz zgodny z normami etycznymi
i prawnymi.

1. Budowanie zespotu ds. etyki Al

Rekomendacja — powotanie interdyscyplinarnego zespotu specjalistéw, obejmuja-
cego ekspertéw z zakresu technologii, prawa, HR i etyki. Opracowanie wewngtrznych
polityk, regulujacych wykorzystanie algorytméw.

Uzasadnienie — zapewnienie réznorodnych perspektyw pozwoli na identyfikacje
potengjalnych zagrozen i lepsze zarzadzanie ryzykiem zwiazanym z Al

2. Szkolenie z etyki Al dla pracownikéw

Rekomendacja — organizowanie cyklicznych szkolen dla zespotéw HR, IT i mene-
dzeréw, dotyczacych algorytmicznej stronniczosci, przejrzystoéci decyzji Al oraz ochrony
prywatnosci.

Uzasadnienie — pracownicy dzialtéw HR powinni by¢ przeszkoleni w zakresie wyko-
rzystywania Al w rekrutacji oraz jego etycznych implikacji. Kandydaci powinni by¢
informowani o tym, jak Al wplywa na proces rekrutacji oraz jakie dane sa zbierane
i wykorzystywane. Swiadomos¢ pracownikéw w zakresie etyki Al zmniejszy ryzyko
nie$wiadomej dyskryminacji i poprawi jako$¢ podejmowanych decyzji.

3. Monitorowanie i audytowanie algorytméw Al

Rekomendacja — regularne przeprowadzanie audytéw pod katem wskaznika
Disparate Impact Ratio (DIR) oraz testowanie algorytméw na réznych grupach demo-
graficznych. Dodatkowo analiza wynikéw w kontekscie fatszywie pozytywnych (false
positive) i falszywie negatywnych (false negative) w celu oceny skutecznosci oraz poten-
cjalnych bledéw systemu.
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Uzasadnienie — pozwoli na wykrycie potencjalnej dyskryminacji oraz niespra-
wiedliwych wzorcédw oceny kandydatéw. Analiza falszywie pozytywnych i falszywie
negatywnych wynikéw umozliwia lepsze zrozumienie czy system niestusznie eliminuje
lub promuje niektérych kandydatéw, co wplywa na rzetelno$¢ i uczciwo$é procesu
rekrutacyjnego.

4. Mechanizmy kontroli, ,wyjasnialnosci” i dokumentacji decyzji Al

Rekomendacja — wprowadzenie mechanizméw umozliwiajacych reczna korekee
decyzji Al przez rekruteréw oraz mechanizméw odwotawczych dla kandydatéw.

Wdrazanie proceséw Explainaible AI (EAI), ktére pozwola na wyjasnianie decyzji
podejmowanych przez system. Dodatkowo, opracowanie standardéw dokumentowa-
nia decyzji Al oraz ich uzasadnien, tak, aby w razie potrzeby mozliwa byta ich ocena
i korekta.

Uzasadnienie — Al moze popetnia¢ bledy lub nie uwzglednia¢ kontekstu, dlatego
potrzebna jest ludzka interwencja w uzasadnionych przypadkach. Mechanizmy XAl
zwickszaja przejrzystos¢ decyzji algorytmicznych, co umozliwia lepsza kontrole i prze-
ciwdziata potencjalnym naduzyciom. Dokumentowanie decyzji pozwoli na przepro-
wadzenie audytu i poprawe proceséw rekrutacyjnych.

5. Transparentno$¢ proceséw rekrutacyjnych

Rekomendacja — informowanie kandydatéw o wykorzystaniu Al w rekrutacji,
udostepnianie kryteriéw oceny oraz informacji zwrotnej na temat decyzji.

Uzasadnienie — pozwoli budowa¢ zaufanie kandydatéw i zmniejszy¢ ryzyko niepo-
rozumien oraz oskarzeri o dyskryminacje.

6. Ochrona danych osobowych i prywatnosci kandydatéw w ramach hybrydowej
koncepgji prywatnosci

Rekomendacja — firmy powinny przyjaé¢ bardziej rygorystyczne standardy ochrony
prywatnosci, zamiast polega¢ jedynie na regulacjach prawnych. Proponuje si¢ wdrozenie
tréjwymiarowej koncepcji ochrony prywatnosci, ktéra obejmuje nastgpujace wymiary:

o prywatno$¢ informacyjna — zapewnienie kontroli nad gromadzeniem, prze-
twarzaniem i udostgpnianiem danych osobowych;

o prywatno$¢ dostgpnosci — regulacja tego, kto i w jakim zakresie moze uzy-
skiwa¢ dostgp do danych kandydatéw. Dotyczy to zaréwno danych $wiado-
mie udostgpnianych przez kandydata, jak i tych zbieranych bez jego pelnej
wiedzy, np. poprzez $ledzenie aktywnosci w Internecie czy analizg cech
biometrycznych;

o prywatno$¢ decyzyjna — zapewnienie autonomii jednostki w podejmowaniu
decyzji dotyczacych jej danych osobowych oraz procesu rekrutacyjnego.
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Hybrydowy charakter tej koncepcji oznacza, ze naruszenie jednego z wymiaréw
prywatnosci (np. decyzyjnej) moze prowadzi¢ do konsekwencji w innym wymiarze (np.
informacyjnym). Dlatego ochrona prywatnosci powinna by¢ traktowana catosciowo,
uwzgledniajac wzajemne oddzialywanie tych 3 wymiaréw. Takie podejscie wykracza
poza ochrong¢ danych osobowych, jak przewiduje RODO i odnosi si¢ réwniez do
szerszych aspektéw interakeji cztowieka z systemami Al, co cz¢dciowo reguluje Al Act,
kt6ry odnosi si¢ do kwestii transparentnosci, wyjasnialnoéci oraz nadzoru ludzkiego,
ktére sa istotne dla ochrony prywatnosci decyzyjnej i dostepu. Jednak kompleksowa
ochrona wymaga podejscia wykraczajacego poza te regulacje.

Uzasadnienie — szerokie podejscie do prywatnosci jest kluczowe dla ochrony kan-
dydatéw do pracy. Wzmacnia ono ich poczucie kontroli nad procesem rekrutacyjnym,
minimalizujac ryzyko naduzy¢ i zapewniajac wicksza przejrzystos¢ decyzji. Cho¢ Al Act
reguluje niektére aspekty ochrony prywatnosci, takie jak transparentno$é¢ algorytmoéw,
czy kontrola nad danymi, nie obejmuje on wielu kwestii zwigzanych z prywatnoscia
doste¢pnosci i decyzyjna. Zwickszenie przejrzystosci stosowanych algorytméw.

Rekomendacja 2 — firmy powinny publikowac¢ szczegdly dotyczace wykorzystywa-
nych algorytméw, zasad podejmowania decyzji i zrédet danych treningowych.

Uzasadnienie — przejrzysto$¢ pozwoli budowa¢ zaufanie wiréd kandydatéw i pra-
cownikéw oraz minimalizowad ryzyko nieetycznego wykorzystania Al.

7. Szkolenie pracownikéw HR z zakresu etyki Al

Rekomendacja — pracownicy HR powinni by¢ przeszkoleni w zakresie wyko-
rzystywania Al, a kandydaci powinni otrzymywa¢ informacje na temat dziatania Al
w rekrutacji.

Uzasadnienie — szkolenie zwigkszy $wiadomos¢ uzytkownikéw Al i pozwoli na
bardziej odpowiedzialne podejscie do procesu rekrutacji.

8. Ocena proceséw rekrutacyjnych

Rekomendacja — regularne analizy wplywu Al na rézne grupy kandydatéw w celu
wykrycia potencjalnych przypadkowych fluktuacji, bledéw systemowych i uprzedzen.

Uzasadnienie — pozwoli na szybkie korygowanie ewentualnych bledéw systemowych
i zwigkszy efektywnos¢ rekrutacji.

9. Zastosowanie hybrydowego modelu decyzji rekrutacyjnej

Rekomendacja — Al powinno wspieraé, a nie zastgpowa¢ decyzje ludzi. Ostateczna
decyzja powinna naleze¢ do cztowieka.

Uzasadnienie — faczenie zalet Al (szybko$¢, obiektywnos¢ w analizie danych)
z do$wiadczeniem i intuicja pracownika HR prowadzi do bardziej trafnych i sprawie-
dliwych decyzji rekrutacyjnych.
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Rekomendacje stanowia kompleksowy przewodnik dla przedsigbiorstw, ktére chea
wdraza¢ Al w rekrutacji w sposéb etyczny i odpowiedzialny.

PODSUMOWANIE | WNIOSKI

W artykule przeanalizowano wyzwania zwiazane z wykorzystaniem sztucznej inteli-
gengji w procesach rekrutacyjnych. Oméwiono rézne definicje Al, wskazujac na ich
niejednoznacznos¢ i konsekwencje dla prakeyki rekrutacyjnej. Szczegdlng uwage poswie-
cono zagrozeniom zwiazanym z automatyzacja decyzji oraz ryzykiem dyskryminacji
wynikajacej z algorytmicznych uprzedzen. Podkreslono réwniez istnienie paradokséw
decyzyjnych, takich jak problem preferencji leksykograficznych, ktére moga prowadzi¢
do nieoczekiwanych i potencjalnie nieetycznych wynikéw rekrutacji.

Wyzwania zwigzane z zastosowaniem sztucznej inteligencji w rekrutacji sa wielo-
wymiarowe i wymagaja uwzglednienia nie tylko technologicznych, ale i spotecznych,
prawnych oraz etycznych aspektdw, zwlaszcza w kontekscie ochrony prywatnosci.
Prywatno$¢ kandydatéw do pracy staje si¢ jednym z kluczowych zagadnien w tym pro-
cesie, a Al, przetwarzajac dane osobowe kandydatéw, moze stwarza¢ ryzyko naruszenia
tej prywatnosci. Ochrona prywatnosci kandydatéw do pracy w erze nowych techno-
logii wymaga nie tylko przestrzegania prawa, ale takze poszanowania indywidualnych
i spotecznych wartosci. W artykule oméwiono znaczenie prywatnosci w erze rozwoju
technologii oraz wplyw, jaki Al wywiera na procesy rekrutacyjne, w tym na sposob,
w jaki zbierane i przetwarzane sa dane osobowe kandydatéw.

Prywatno$¢ jest pojeciem ztozonym, ktére wymyka si¢ jednoznacznemu defi-
niowaniu. Moze by¢ rozumiana zaréwno jako prawo, jak i jako warto$¢ — zaréwno
indywidualna, jak i spoteczna. W kontekscie Al, prywatno$¢ nie tylko dotyczy ochrony
danych, ale takze zapewnienia autonomii jednostki, ochrony tozsamosci oraz zaufania
spotecznego. Przesunigcie granic prywatnosci, zwlaszcza w obliczu rosnacej anali-
tyki danych, prowadzi do sytuacji, w kt6érych naruszenia prywatnosci pociagaja za
soba konsekwencje w wielu wymiarach, takich jak utrata autonomii, bezpieczenstwa
danych.

W przypadku hybrydowej ochrony prywatnosci wyzwania zwiazane z jej rozumie-
niem sa podobne do probleméw z definicja sztucznej inteligencji — granice migdzy
réznymi wymiarami prywatnosci sa rozmyte. Analiza wykazata, ze prywatno$¢ obejmuje
rézne aspekty, takie jak dane osobowe, kontrola nad danymi, czy autonomia decyzji Al.
W kontekscie Al w rekrutacji, pytania dotyczace etyczno$ci proceséw, przejrzystosci
algorytmoéw i kontroli nad procesem decyzyjnym stajg si¢ kluczowe, szczegélnie gdy
naruszenia prywatnosci moga prowadzi¢ do niezamierzonych konsekwencji, takich jak
dyskryminacja lub naruszenie autonomii kandydatéw.
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Podobnie jak w przypadku prywatnosci, réwniez definicja sztucznej inteligencji
nie jest jednoznaczna i stata. Przemiany w technologii, ktére Al wprowadza, zmie-
niaja sposob, w jaki nauka postrzega to pojecie. Prototypowa definicja Al, oparta na
dynamicznych, zmieniajacych si¢ wlasciwosciach technologii, pokazuje, jak trudne
staje si¢ tworzenie jednoznacznych definicji w nauce. Wspoétczesna definicja Al musi
uwzgledniaé nie tylko jej techniczne aspekty, ale takze implikacje spoteczne, etyczne
i kulturowe, ktére majg znaczacy wplyw na nasze zycie codzienne. W tym sensie Al
to nie tylko narzedzie, ale takze obszar, w kt6rym tradycyjne definicje stajg si¢ nieade-
kwatne do wyzwar, przed ktérymi stoimy.

Hybrydowa prywatno$¢ to koncepcja, ktéra ewoluuje w odpowiedzi na rozwdj
technologii oraz zmiany w regulacjach prawnych. W kontekscie rekrutacji opartych na
Al wymaga elastycznego podejécia, ktdre uwzglednia specyfike zastosowania technologii
oraz rézne regulacje prawne. Prototyp — jako narzedzie testujace rézne modele ochrony
prywatnos$ci — moze odegra¢ kluczowa rolg w praktycznej ocenie efektywnosci strategii
ochrony danych, pozwalajac na adaptacje systeméw rekrutacyjnych do zmieniajacego
si¢ kontekstu prawnego i technologicznego.

Koncepcja ta obejmuje podejscie kompleksowe, ktére chroni prywatnos¢ kandy-
datéw w réznych wymiarach, jednoczesnie uwzgledniajac wptyw technologii na rynek
pracy i spofeczeristwo. Jednym z rozwigzari moze by¢ wielopoziomowy model ochrony
prywatnosci, w ktérym poszczegdlne wymiary prywatnosci sa chronione w réznym
stopniu, zaleznie od specyfiki procesu rekrutacyjnego. Np. moze to obejmowac $cislej-
sza kontrole nad sposobem zbierania i przetwarzania danych (wymiar informacyjny),
transparentnos$¢ algorytméw (wymiar decyzyjny) oraz mechanizmy umozliwiajace
kandydatom dost¢p do informacji o kryteriach rekrutacyjnych oraz ograniczenie nad-
zoru nad aktywnoscig kandydatéw (wymiar dostgpnosci). Testowanie takich rozwigzan
przy uzyciu prototypéw pozwala na lepsze dostosowanie systeméw Al do rzeczywistych
wymagani ochrony prywatnosci.

Podkreslenie potrzeby ochrony prywatnosci hybrydowej ma kluczowe znaczenie
w kontekscie nowoczesnych technologii, poniewaz zapewnia elastyczno$¢ w definio-
waniu tego, co stanowi naruszenie prywatnosci w roznych kontekstach. Stosowanie Al
w rekrutacji wiaze si¢ z konieczno$cig wywazenia migdzy potrzeba wykorzystania danych
a ochrong praw jednostki do prywatnosci. Przyszte rozwiazania musza uwzgledniaé
zaréwno aspekty techniczne, jak i spoteczne, z zachowaniem pelnej transparentnosci
i odpowiedzialnosci za decyzje podejmowane przez algorytmy.

Dostosowanie ochrony prywatnosci do kontekstu zastosowania Al w rekrutacji
powinno opiera¢ si¢ na elastycznych i adaptacyjnych regulacjach, ktére odpowiadaja
za zmieniajace si¢ zagrozenia zwigzane z wykorzystaniem tych technologii, a proto-
typy moga stanowic istotny element tych regulacji, umozliwiajac eksperymentowanie
z réznymi scenariuszami przed ich petng implementacja. W tym kontekscie, zar6wno
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organizacje, jak i twércy technologii, powinni zrozumie¢, ze kwestia prywatnosci nie

jest juz tylko zagadnieniem ochrony danych, ale fundamentalnym elementem tworzenia

systeméw, ktére moga by¢ akceptowane przez uzytkownikéw. Wyzwania zwiazane

z zastosowaniem sztucznej inteligencji w rekrutacji musza by¢ rozwiazane w sposob,

ktéry zapewnia réwnowage migdzy efektywnoscia proceséw rekrutacyjnych a ochrona

prywatnosci kandydatéw do pracy.

Whnioski

Definicyjna niejednoznaczno$¢ Al stanowi kluczowe wyzwanie. Rézne podej-
$cia do definiowania sztucznej inteligencji (m.in. perspektywa Floridiego,
Russella i Norviga czy model kategorii naturalnych Roscha) wptywaja na
sposéb jej rozumienia i implementacji w rekrutacji. Brak jednej, spdjne;j
definicji utrudnia zaréwno regulacj¢ prawna, jak i oceng etyczng tych syste-
méw. Zamiast precyzyjnego definiowania sztucznej inteligencji, ktére moze
okaza¢ si¢ niemozliwe lub niepraktyczne, bardziej sensowne jest podejscie
funkcjonalne. Zamiast pyta¢, czym jest Al, mozemy zapytal, jakie funkeje
realizuje. Takie podejscie moze poméc w tworzeniu bardziej praktycznych
regulagji.

Zastosowanie Al w rekrutacji wiaze si¢ z ryzykiem dyskryminacji. Systemy
oparte na uczeniu maszynowym moga nieSwiadomie wzmacnia¢ istniejace
uprzedzenia, co stanowi istotne zagrozenie dla réwnosci szans kandydatéw.
Wskazano na konieczno$¢ stosowania transparentnych metod oceny algoryt-
moéw oraz regularnych audytéw etycznych.

Paradoksy decyzyjne w Al maja realne konsekwencje w procesach rekrutacyj-
nych, szczegdlnie w przypadku problemu preferendji leksykograficznych, gdzie
Al wybiera kandydatéw na podstawie jednej, priorytetowej cechy, pomijajac
inne istotne aspekty.

Sztuczna inteligencja oferuje znaczace mozliwosci usprawnienia proceséw
rekrutacyjnych, jednak jej stosowanie wymaga ostroznosci. Zidentyfikowane
wyzwania wskazuja na konieczno$¢ interdyscyplinarnego podejscia, taczacego
perspektywe technologiczna, etyczng i prawna, aby zapewni¢ sprawiedliwos¢
i réwno$¢ szans w rekrutagji.

Oprécz wyzwan zwiazanych z hybrydows prywatnoscia, rozwigzaniem moze
by¢ opracowanie i testowanie prototypéw, ktére moga poméc w ocenie réz-
nych strategii ochrony prywatnosci w kontekscie rekrutacji opartych na Al
Taki prototyp pozwoli na doktadne zrozumienie konsekwencji prawnych
i praktycznych rozwiazaf.
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Ograniczenia analiz

Prezentowana analiza koncentrowata si¢ na wybranych aspektach zastosowania Al
w rekrutacji, nie obejmujac petnego spektrum wplywu tej technologii. W zwiazku
z ciaglym rozwojem Al, niektére wnioski moga wymagaé pdzniejszej aktualizacji, a takze
uwzglednienia perspektywy kandydatéw do pracy, co mogtoby dostarczy¢ bardziej
ztozonego obrazu problemu. Ponadto, analiza nie uwzgledniata petnych wyzwan zwia-
zanych z hybrydowa ochrong prywatnosci, ktéra jako koncepcja dynamiczna, ewoluuje
w odpowiedzi na rozwdj technologii oraz zmieniajace si¢ regulacje prawne. Granice tej
ochrony, ktére moga rézni¢ si¢ w zaleznosci od kontekstu zastosowania Al, pozostaja
weciaz niejednoznaczne i wymagaja dalszego badania. Prototypy testujace rézne modele
ochrony prywatnosci stanowia dodatkowy obszar, w ktérym moga wystapi¢ trudnosci
zwigzane z oceng ich efektywnosci w realnych warunkach rekrutacyjnych. Warto zauwa-
zy¢, ze wprowadzenie takich rozwiagzaii moze prowadzi¢ do nowych wyzwar, takich
jak konieczno$¢ dostosowania prototypéw do zmieniajacego si¢ kontekstu prawnego
i technologicznego, co moze wplywaé na ich zdolnos¢ do odpowiedniego reagowania
na specyficzne zagrozenia zwigzane z prywatnoscia kandydatéw.

Kierunki przysztych badan

Aby lepiej zrozumie( i zarzadza¢ wplywem Al na rekrutacjg, konieczne sa dalsze badania
w nastgpujacych obszarach:

1. Opracowanie elastycznej i funkcjonalnej definicji Al — dostarczenie sensowne;j
klasyfikacji AI w kontekscie zastosowan praktycznych. Zamiast stawiaé na
precyzyjne definicje, bardziej sensowne wydaje si¢ przyjecie podejscia funk-
cjonalnego, ktére koncentruje si¢ na tym, do jakich celéw stuzy Al i jakie
funkcje petni w danym kontekscie. Zamiast pytaé: ,Czym jest AI?”, lepiej
zada¢ pytanie: ,Do czego Al moze by¢ uzywane?”, a takze: ,W jaki sposéb
systemy Al realizuja swoje zadania?”. Pozwala to na bardziej elastyczne i prak-
tyczne podejécie do regulagji, ktére moze réznic si¢ w zaleznosci od zastosowarnt
i kontekstu technologicznego.

2. Rozwdj transparentnych algorytméw — wdrozenie metod zapewniajacych
przejrzysto$¢ decyzji podejmowanych przez Al w procesach rekrutacyjnych.
Badania nad tworzeniem algorytméw, ktére umozliwiaja wglad w proces
podejmowania decyzji, w tym mechanizmy objasniania i audytowania dziatar
Al stang si¢ kluczowe dla zapewnienia sprawiedliwosci i odpowiedzialnosci.

3. Analiza wptywu Al na rynek pracy — badanie dtugoterminowych konse-
kwengji stosowania Al w rekrutacji, w tym wplywu na strukture zatrudnienia
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i dynamike zawodowa. Wazne bedzie takze zrozumienie, jak Al wplywa na
rézne grupy zawodowe i branze oraz jakie zmiany moga wystapi¢ w wyma-
ganiach dotyczacych umiejgtnosci.

4. Hybrydowa ochrona prywatnosci w kontekscie Al — konieczne beda bada-
nia nad dynamicznymi modelami ochrony prywatnosci, ktére uwzgledniaja
zmieniajace si¢ wymagania technologiczne i prawne. Wazne jest, aby opraco-
wac elastyczne i adaptacyjne regulacje, ktére zapewnia odpowiednia ochrong
danych osobowych w kontekscie Al jednocze$nie umozliwiajac zastosowanie
tej technologii w rekrutacji. Beda to réwniez badania nad prototypami, ktére
pozwola testowaé i udoskonala¢ modele ochrony prywatnosci w warunkach
rzeczywistych.

5. Testowanie i optymalizacja prototypéw ochrony prywatnosci — prototypy
moga odgrywaé kluczows rol¢ w testowaniu réznych strategii ochrony pry-
watnos$ci w systemach Al wykorzystywanych w rekrutacji. Badania nad
projektowaniem, wdrazaniem i testowaniem takich rozwiazaid pozwola na
lepsze zrozumienie ich skutecznoséci w kontekscie rzeczywistych proceséw
rekrutacyjnych oraz w kontekscie zmieniajacego si¢ prawa i technologii.

6. Etyczne i spoteczne implikacje Al w rekrutacji — konieczne bedzie zbadanie
etycznych aspektéw stosowania Al w rekrutacji, zwlaszcza w kontekscie
decyzji algorytmicznych, ktére moga prowadzi¢ do dyskryminacji, nie-
réwnosci czy niezamierzonych konsekwencji. Bedzie to obejmowaé takze
badania nad budowaniem zaufania spotecznego do technologii oraz nad
metodami, ktére moga zapewni¢ wigksza réwnos¢ i sprawiedliwo$¢ w pro-
cesach rekrutacyjnych.

Al w rekrutacji otwiera nowe mozliwosci, ale i rodzi powazne wyzwania etyczne,
prawne i technologiczne. Kluczowym zadaniem na przysztos¢ bedzie opracowanie
rozwigzan zapewniajacych sprawiedliwosé i transparentnos¢ proceséw rekrutacyjnych,
przy jednoczesnym wspieraniu innowacyjnosci i efektywnosci organizacyjnej. Badania
w powyzszych obszarach pozwolg nie tylko na lepsze zrozumienie i zarzadzanie wply-
wem Al na rynek pracy, ale takze na opracowanie bardziej elastycznych i dostosowanych
do rzeczywistych potrzeb systeméw ochrony prywatnosci oraz regulacji prawnych.

BIBLIOGRAFIA

Ajunwa L., The paradox of automation as anti-bias intervention, ,Cardozo Law Review”
2020, nr 41(3), s. 1671-1741 https://larc.cardozo.yu.edu/clr/vol41/iss5/2 [dostep:
16.11.2025].


https://larc.cardozo.yu.edu/clr/vol41/iss5/2

154 Anna Mazur

Albrecht S., Lauristin M., Jourova V., The ethics of using Al in hiring processes, ,Journal
of Ethical Al Practices” 2023, [unpublished manuscript/working paper], https://btu.
edu.ge/wp-content/uploads/2023/03/The-Ethics-of-Using-Artificial-Intelligence-
-in-Hiring-Processes.pdf. [dost¢p: 16.11.2025]

Arrow K.]., Social choice and individual values (2°¢ ed.), Wiley & Sons, New York,
London 1951.

Barocas S., Selbst A.D., Big datas disparate impact, ,California Law Review” 2016,
nr 104(3), s. 671-732.

Berdowska A., Wspomaganie procesu rekrutacji pracownikéw za pomocq chatbotéw —
analiza wybranych rozwiqzar, ,Projektowanie i analiza komunikacji w organizacji”
2018, nr 5(124), s. 93—112.

Binns R., Algorithmic accountability and public reason, ,Philosophy & Technology”
2018, nr 31(4), s. 1-14.

Boden M.A., Al: Its Nature and Future, Oxford University Press, Oxford 2016, s. 1-4.

Bogen M., Rieke A., Help wanted: An examination of hiring algorithms, equity, and bias,
Upturn 2018, https://www.upturn.org/ [dostep: 16.11.2025].

Calo R., Robotics and the lessons of cyberlaw, ,,California Law Review” 2015, nr 103(3),
s. 513563, https://doi.org/10.15779/Z38P69X.

Calo R., The boundaries of privacy harm, ,Indiana Law Journal” 2011, nr 86(3),
s. 1131-1162.

Dastin J., Amazon scraps Al recruiting tool that showed bias against women, Reuters
2018, https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-
-idUSKCN1MKO8G [dostep: 10.08.2025].

Dennett D., Consciousness explained, Little, Brown and Company New York, Boston,
London 1991.

Duch W., Informatyka neurokognitywna. Stan obecny, zastosowania, perspektywy,
Seminarium, Politechnika Wroctawska, Wroctaw 10 lutego 2021, https://staft-
-ksi.pwr.edu.pl/seminariumITT/pdf/05-02-21.pdf [dostgp: 10.08.2025].

Eubanks V., Automating inequality: How high-tech tools profile, police, and punish the
poor, [w:] Law, Technology and Humans, F. Gordon (ed.), St. Martin’s Press, New
York 2018.

European Commission, Proposal for a regulation of the European Parliament and of the
Council on artificial intelligence. COM (2021) 206 final, 2021 https://ec.europa.
eu/info/publications/210421-ai-act_en.

European Commission, Proposal for a regulation of the European Parliament and of the
Council laying down harmonized rules on artificial intelligence (Al Act), 2021,
https://eur-lex.europa.cu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206
[dostep: 16.11.2025].


https://btu.edu.ge/wp-content/uploads/2023/03/The-Ethics-of-Using-Artificial-Intelligence-in-Hiring-Processes.pdf
https://btu.edu.ge/wp-content/uploads/2023/03/The-Ethics-of-Using-Artificial-Intelligence-in-Hiring-Processes.pdf
https://btu.edu.ge/wp-content/uploads/2023/03/The-Ethics-of-Using-Artificial-Intelligence-in-Hiring-Processes.pdf
https://www.upturn.org/
https://doi.org/10.15779/Z38P69X
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-idUSKCN1MK08G
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-idUSKCN1MK08G
https://staff-ksi.pwr.edu.pl/seminariumITT/pdf/05-02-21.pdf
https://staff-ksi.pwr.edu.pl/seminariumITT/pdf/05-02-21.pdf
https://ec.europa.eu/info/publications/210421-ai-act_en
https://ec.europa.eu/info/publications/210421-ai-act_en
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206

Wyzwania zwiqzane z zastosowaniem sztucznej inteligencji w rekrutacji a ochrona prywatnosci 1 55

European Commission, Artificial intelligence act. Regulation (EU) 2024/123, 2024
https://europa.cu/legislation [dostep: 16.11.2025].

European Data Protection Supervisor (EDPS), TechDispatch — Neurodata, 3 czerwca
2024, s. 1-8.

Fishburn P.C., Utility theory for decision making, Wiley, New York, 1970.

Floridi L., Mittelstadt B., Allo P, The ethics of artificial intelligence: A primer, The
Cambridge Handbook of Artificial Intelligence, Cambridge University Press,
Cambridge 2019.

Floridi L., The Ethics of Artificial Intelligence, Oxford University Press, Oxford 2023.

Frankish K., Ramsey W., The Cambridge Handbook of Artificial Intelligence, Cambridge
University Press, Cambridge 2014.

Gavison R., Privacy and the limits of law, ,Yale Law Journal” 1980, nr 89(3), s. 421-471.

Ghazanfar H., Hag A.U., Ethical and legal implications of Al in Human Rerource
Management, “Journal of Social and Organizational Matters”, 2025, 4(2), s. 417-428.

IBM, Artificial intelligence in practice, 2024, https://www.ibm.com/artificial-intelligence-
-in-practice [dostgp: 10.08.2025].

Jwa A.S., Poldrack R.A., Adressing Privacy Risk in neuroscience data: from data pro-
tection to harm prevention, ,Journal of Law & the Bioscience” 2022, nr 9(2).
Komisja Europejska, Proposal for a regulation laying down harmonised rules on artificial
intelligence (Al Act), COM (2021) 206 final, Bruksela, 21 kwietnia 2021, https://
op.europa.eu/en/publication-detail/-/publication/e0649735-a372-11eb-9585-

-0laa75ed71al [dostep: 10.08.2025].

Kuhn T.S., Struktura rewolucji naukowych, tum. M.M. Lawniczak, Wydawnictwo
Znak, Krakéw 2019, s. 45—68.

Lakoff G., Kobiety, ogieri i rzeczy niebezpieczne: Co kategorie mowig nam o umysle,
tum. T. Brzeziniska, Wydawnictwo Universitas, Krakéw 2011.

McCarthy J., Minsky M., Rochester N., Shannon C.E., A Proposal for the Dartmouth
Summer Research Project on Artificial Intelligence, ,Al Magazine” 2006, nr 27(4),
s. 12-14, Dartmouth College, Hanover (NH), https://ojs.aaai.org/aimagazine/
index.php/aimagazine/article/view/1904 [dostgp: 16.11.2025].

Minsky M., Steps Toward Artificial Intelligence, Dept. of Mathematics & Research Lab.
of Electronics, MIT, 1960, https://www.cs.bham.ac.uk/research/projects/cogaft/
misc/minsky/minsky-steps.pdf. [dostgp: 16.11.2025]

Minsky M., The Society of Mind, Simon & Schuster, New York 1986.

Mittelstadt B., Floridi L., The ethics of big data: Current and foreseeable issues in biomed-
ical context, ,Science and Engineering Ethics” 2016, nr 22(2), s. 303-341.

Nilsson N.J., Principles of artificial intelligence, ,ZAMM — Journal of Applied
Mathematics and Mechanics” 1983, nr 63(11), s. 476.


https://europa.eu/legislation
https://www.ibm.com/artificial-intelligence-in-practice
https://www.ibm.com/artificial-intelligence-in-practice
https://op.europa.eu/en/publication-detail/-/publication/e0649735-a372-11eb-9585-01aa75ed71a1?utm_source=chatgpt.com
https://op.europa.eu/en/publication-detail/-/publication/e0649735-a372-11eb-9585-01aa75ed71a1?utm_source=chatgpt.com
https://op.europa.eu/en/publication-detail/-/publication/e0649735-a372-11eb-9585-01aa75ed71a1?utm_source=chatgpt.com
https://ojs.aaai.org/aimagazine/index.php/aimagazine/article/view/1904?utm_source=chatgpt.com
https://ojs.aaai.org/aimagazine/index.php/aimagazine/article/view/1904?utm_source=chatgpt.com

156 Anna Mazur

Nilsson N.J., The Quest for Artificial Intelligence, Cambridge University Press, Cambridge
20009.

Noble S.U., Algorithms of oppression: How search engines reinforce racism, NYU Press, New
York 2018.

O’Neil C., Bro#i matematycznej zaglady. Jaak big data zwigksza nierdwnonsci spoteczne
i zagraza demokracji, dum. M.Z. Zielitiski, Wydawnictwo Naukowe PWN, Warszawa
2017.

Oman Z.U., Siddiqua A., Noorain R., Artificial Intelligence and its ability to reduce recruit-
ment bias, ,World Journal of Advanced Research and Reviews” 2024, nr 24(1),
s. 551-564.

Oman A, Siddiqua S., Ethical and legal implications of Al in hiring processes, ,Human
Resource Management Review” 2024, nr 39(2), s. 1-18.

OpenAl, Artificial general intelligence (AGI), 2023, https://openai.com/research/agi
[dostep: 10.08.2025].

Parent W.A., Privacy, Morality, and the Law, ,Philosophy and Public Affairs” 1983, nr 12(4),
s. 273.

Parlament Europejski i Rada, Rozporzadzenie (UE) 2024/1689 z dnia 13 czerwca 2024 r.
w sprawie ustanowienia zharmonizowanych przepiséw dotyczacych sztucznej inteli-
gengji (Al Act), Dziennik Urzedowy Unii Europejskiej I, nr 1689, 12 lipca 2024,
https://www.si-dla-sprawiedliwosci.gov.pl/publikacja-ai-act [dostgp: 16.11.2025].

Pietruszkiewicz W., Twardochleb M., Roszkowski M., Hybrid approach to supporting decision
making processes in companies, ,,Control and Cybernetics” 2011, nr 40(1), s. 126-133.

Popper K., Logika odkrycia naukowego, ttum. J.M. Kowalski, Wydawnictwo Naukowe
PWN, Warszawa 2009.

Raghavan M., Barocas S., Kleinberg J., Mitigating bias in algorithmic hiring. Proceedings
of the 2020 CHI Conference on Human Factors in Computing Systems, 1—12, 2020,
https://doi.org/10.1145/3313831.3376313.

Raghavan M., et al., Mitigating Al bias in hiring algorithms: A critical perspective, ,,Journal
of Al Ethics” 2020, nr 3(2), s. 34-50.

Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April
2016 on the protection of natural persons with regard to the processing of personal
data and on the free movement of such data (General Data Protection Regulation,
GDPR). Official Journal of the European Union, L119/1.

Rosch E., Principles of Categorization, [w:] E. Rosch, B.B. Lloyd (red.), Cognition and
Categorization, Lawrence Erlbaum Associates, miejsce wydania 1978, s. 27—48.

Russell S.J., Norvig P, Artificial Intelligence: A Modern Approach (4t ed.), Hoboken NJ:
Pearson 2021.

Schoeman ED., Privacy and social values: Theories and conceprs, ,The Stanford Journal of
Philosophy” 1984, nr 1(2), s. 28-52.


https://openai.com/research/agi
https://doi.org/10.1145/3313831.3376313

Wyzwania zwiqzane z zastosowaniem sztucznej inteligencji w rekrutacji a ochrona prywatnosci 1 57

Searle J., Mind, language and society: Philosophy in the real world, Basic Books, New
York 2005.

Sen A., Collective choice and social welfare, Holden-Day, San Francisco 1970.

Simon H.A., Newell A., Human Problem Solving, Prentice-Hall, Englewood Cliffs,
NJ 1972.

Stocka L., Aktualnos¢ unijnego system ochrony danych osobowych w swietle przetwarzania
neurodanych, ,Przegad prawa medycznego” 2021, nr 3(4), s. 79-97.

Solove D.]J., Understanding privacy, Harvard University Press, Cambridge 2008.

Stryker C., Kavlakoglu E., What is Artificial Intelligence?, ,Think”, https://www.ibm.
com/think/topics/artificial-intelligence [dostep: 10.08.2025].

Suleyman M., DeepMind co-founder suggest new Turing test for Al chatbots, ,,Business
Insider”, 6 sierpnia 2023, https://www.businessinsider.com/deepmind-co-founder-
-suggests-new-turing-test-ai-chatbots-report-2023-6 [dostep: 16.11.2025].

Suleyman M., komentarz w podkascie Have a Nice Future, WIRED, 16 sierpnia 2023,
https://www.wired.com/story/have-a-nice-future-podcast-18/ [dostep: 16.11.2025].

Suleyman M., My new Turing Tést, Mustafa Suleyman Official Website, 2023, https://
mustafa-suleyman.ai/my-new-turing-test [dostgp16.11.2025].

Swiskak P Filozofia nauki i nauki spoleczne po okresie pozytywizmu logicznego, ,Edukacja
Filozoficzna” 1998, nr 26, s. 21-35.

Techsetter (n.d.), Dyskryminacja w rekrutacji: Dlaczego Al powiela stereotypy? [dostep:
10.08.2025].

Tufekci Z., Big data: Pitfalls and perils. Social Science Research Network, 2014, https://
doi.org/10.2139/ssrn.2410974.

Turing A., Computing machinery and intelligence, ,Mind” 1950, nr 59(236), s. 433-460,
https://doi.org/10.1093/mind/LIX.236.433.

Véliz C., Privacy is power: Why and how you should take back control of your data, Bantam
Press, London 2020.

Wachter S., Mittelstadt B.D., A right to explanation? An exploration of the impact of the
General Data Protection Regulation on Al, ,International Data Privacy Law” 2019,
nr 9(3), s. 178-190, https://doi.org/10.1093/idpl/ipz014.

Westin A.E, Privacy and freedom, Atheneum, New York 1967.

Wieczorkowski P, Big Data a prywatnos¢. Naruszenie prywatnosci w swiecie wirtualnym —
wyniki bada, ,Roczniki Kolegium Analiz Ekonomicznych” 2017, nr 45, s. 33-43.

Wilkins L., Artificial intelligence in recruitment: Challenges and risks, ,Journal of HR
Technology” 2021, nr 45(3), s. 12-29.

Wittgenstein L., Dociekania filozoficzne, ttum. J. Kijak, Wydawnictwo Naukowe PWN,
Warszawa 1972.

Zuboff S., The age of surveillance capitalism: The fight for a human future at the new
frontier of power, PublicAffairs, New York 2019.


https://www.ibm.com/think/topics/artificial-intelligence
https://www.ibm.com/think/topics/artificial-intelligence
https://www.businessinsider.com/deepmind-co-founder-suggests-new-turing-test-ai-chatbots-report-2023-6?utm_source=chatgpt.com
https://www.businessinsider.com/deepmind-co-founder-suggests-new-turing-test-ai-chatbots-report-2023-6?utm_source=chatgpt.com
https://www.wired.com/story/have-a-nice-future-podcast-18/
https://mustafa-suleyman.ai/my-new-turing-test
https://mustafa-suleyman.ai/my-new-turing-test
https://doi.org/10.2139/ssrn.2410974
https://doi.org/10.2139/ssrn.2410974
https://doi.org/10.1093/mind/LIX.236.433
https://doi.org/10.1093/idpl/ipz014
http://bazekon.icm.edu.pl/bazekon/element/bwmeta1.element.ekon-element-issn-1232-4671

158 Anna Mazur

WYZWANIA ZWIAZANE Z ZASTOSOWANIEM SZTUCZNEJ
INTELIGENCJI W REKRUTACJI A OCHRNA PRYWATNOSCI

Streszczenie

Artykut omawia ewolucje definicji sztucznej inteligencji (Al) oraz wyzwania zwiazane
z jej zastosowaniem w rekrutacji w kontekscie ochrony prywatnosci kandydatéw do
pracy. Kluczowym problemem jest nieprecyzyjno$¢ definicji Al, ktéra wplywa na
skuteczno$¢ regulacji i zapewnienie standardéw etycznych. Nieprecyzyjne definicje
moga prowadzi¢ do nadmiernej lub niewystarczajacej regulacji, obejmujac technologie
niezwiazane z Al lub pomijajac zaawansowane systemy o wysokim ryzyku. Dodatkowo
Al w rekrutacji stwarza nowe wyzwania zwigzane z prywatnoscia, ktore wykraczaja poza
tradycyjna ochrone danych osobowych. Aby sprosta¢ tym wyzwaniom, zaproponowano
koncepcj¢ hybrydowej prywatnosci, laczaca rézne wymiary jej ochrony: informacyjny,
dostepnosci fizycznej i wirtualnej oraz decyzyjny.

Ewolucja definicji Al od testu Turinga (1950) po wspétczesne podejscia pokazuje,
jak zmienia si¢ rozumienie tej technologii i jakie ma to konsekwencje dla etyki oraz
regulacji prawnych. Obecne definicje Al i regulacje wymagaja dopracowania, aby
nadazy¢ za dynamicznym rozwojem technologii. Nieprecyzyjne definicje prowadza do
probleméw interpretacyjnych, ktére utrudniaja skuteczne wdrazanie prawa.

Whioski sugeruja potrzebg elastycznych regulacji oraz wypracowania standardéw
etycznych, ktére chronia prywatnos¢ kandydatéw, a jednoczesnie uwzgledniajg interesy
pracodawcéw. Kluczowe jest znalezienie dynamicznej réwnowagi migdzy sztywnymi
a elastycznymi regulacjami, ktére moga dostosowa¢ si¢ do zmieniajacego si¢ charakteru
technologii Al i zwiazanych z nig wyzwari etycznych, takich jak balansowanie migdzy
prywatnoscia kandydatéw a interesem pracodawcow.

Stowa kluczowe: sztuczna inteligencja, algorytmiczna rekrutacja, prototypowosé
definigji i regulacji Al, hybrydowa ochrona prywatnosci, prywatnos¢ informacyjna,
dostgpnosci, decyzyjna, etyka i prawo Al, decyzje Al, uprzedzenia algorytmiczne,
nieracjonalne schematy wyboru
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CHALLENGES OF ARTIFICIAL INTELLIGENCE IN
RECRUITMENT AND PRIVACY PROTECTION

Abstract

This article discusses the evolution of artificial intelligence (Al) definitions, and the chal-
lenges associated with its application in recruitment, particularly in the context of protect-
ing candidates’ privacy. A key issue is the imprecision of Al definitions, which affects the
effectiveness of regulations and the establishment of ethical standards. Inaccurate definitions
can lead to excessive or insufficient regulation, encompassing technologies unrelated to Al
or overlooking advanced systems with high risks. Moreover, Al in recruitment raises new
privacy concerns that go beyond traditional data protection. To address these challenges,
the concept of hybrid privacy has been proposed, integrating various dimensions of privacy
protection: informational, physical and virtual accessibility, and decision-making.

The evolution of Al definitions, from Turings test (1950) to contemporary approaches,
illustrates how the understanding of this technology has changed and what implications
this has for ethics and legal regulations. Current Al definitions and regulations require
further refinement to keep pace with the dynamic development of technology. Inaccurate
definitions lead to interpretive issues that hinder effective implementation of the law.

The conclusions suggest the need for flexible regulations and the development of
ethical standards that protect candidates” privacy while also taking into account the
interests of employers. A dynamic balance is crucial between rigid and flexible regula-
tions that can adapt to the evolving nature of Al technology and its associated ethical
challenges, such as balancing candidates” privacy with employers interests.
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